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Abstract

Cognitive radio systems are being implemented recently to tackle spectrum underutilization
problems and aid efficient data traffic. Spectrum sensing is the crucial step in cognitive
applications in which cognitive user detects the presence of primary user (PU) in a particular
channel thereby switching to another channel for continuous transmission. In cognitive radio
systems, the capacity to precisely identify the primary user’s signal is essential to secondary
user so as to use idle licensed spectrum. Based on the inherent capability, a hew spectrum
sensing technique is proposed in this paper to identify all types of primary user signals in a
cognitive radio condition. Hence, a spectrum sensing algorithm using improved convolutional
neural network and long short-term memory (CNN-LSTM) is presented. The principle used in
our approach is simulated annealing that discovers reasonable number of neurons for each
layer of a completely associated deep neural network to tackle the streamlining issue. The
probability of detection is considered as the determining parameter to find the efficiency of the
proposed algorithm. Experiments are carried under different signal to noise ratio to indicate
better performance of the proposed algorithm. The PU signal will have an associated
modulation format and hence identifying the presence of a modulation format itself establishes
the presence of PU signal.

Keywords: Cognitive radio, Cooperative spectrum sensing, Primary user, Simulated
annealing, Neural network.
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1. Introduction

|n cognitive radio (CR) networks, the spectrum resources have become highly scarce [14]

with the rapid advancement of 5G paradigm in advent of wireless connectivity technology
[34]. Spectrum allocation will limit and avoid the interference between cognitive radio devices
and licensed primary users to authorize a better methodical usage of the wireless radio
spectrum [43]. The interface between spectrum availability and its development has been
emerged as a potential growth in cognitive radio. Efficient granting of unused spectrum to
unlicensed users is an important problem [28]. The identified licensed users are called primary
users (PUs) [31] and unlicensed users are called secondary users (SUs) [25]. The main aim of
spectrum sensing is to detect the spectrum holes of enormous number of primary users in the
network [34]. A new spectrum sensing method which can distinguish all types of primary
users based on the inherent ability has been proposed in this paper. It utilizes improved
convolutional neural network with simulated annealing (SA) to discover the quantity of
neurons in each hidden layer of the primary users. In addition, we discover the LSTM
spectrum sensing that combines CR networks with CNN. The deep learning methods solve the
optimization problem of forecasting the number of neurons. The proposed algorithm utilizes
SA to discover reasonable number of neurons with low unpredictability in each layer of the
completely associated CNN.

1.1 Current State of the Art and Motivation

Spectrum sensing is categorized into two types namely individual spectrum sensing and
cooperative spectrum sensing. In individual spectrum sensing, only one secondary user can
sense to know how many spectrum holes are available at a particular time. But in cooperative
spectrum sensing, the secondary users can sense a bunch of available spectrum holes thereby
improving the execution [33]. Energy detection is an important method used in spectrum
sensing because of its less computational and execution complexities even with drawbacks in
finding out the noise and the signal. Energy detection can be done by means of energy
comparison between the received signals in specific frequency bands for setting a proper
decision threshold [20]. Therefore, the output gives prior knowledge of the PU in this method
of detection and causes signal to noise ratio (SNR) [26]. Non-parametric blind spectrum
sensing like Censored Anderson Darling (CAD) [9], likelihood ratio statistics (LRS-G2G2)
[30] and Anderson Darling test [41] is proposed in the literature. The occupancy patterns in
PU activities consists of a number of factors like time, location and frequency band [3]. The
individual SUs characteristic changes the channel condition of the spectrum. We used
cooperative spectrum sensing (CSS) to predict the error and to conquer this issue. The results
from numerous individual spectrum sensing data of secondary users are used for finding the
availability of PU. Cooperative spectrum sensing (CSS) is used to overcome the channel
impacts, to exploit location diversity and to recognize a weak primary signal [10].

Nowadays deep learning has become one of the popular algorithms compared to other
conventional methods due to its performance gain [18][36]. In a deep neural network (DNN),
the near ideal strategy is to change over the information of the contemplated measure of
sample data by back-propagation algorithm. The major benefits of CR are cognitive ability
that denotes the learning nature of the radio networks. This method is same as the machine
learning (ML) system. Hence, ML systems are applied to CR networks [7][2][4]. Besides
CNN [24], the orthogonal frequency division multiplexing (OFDM) based CR receiver detects
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the OFDM signal of the primary users. Hence, cognitive radio receiver is outfitted with
different antenna-based energy detectors [19]. For DNN-based detection structure, the
DNN-based likelihood probability proportion test (DNN-LRT) is proposed in [24].

Several spectrum sensing algorithms are presented by numerous researchers all over the
world. For instance, CNN based cooperative spectrum sensing is used on wireless data. The
authors addressed a deep cooperative sensing with CSS method for convolutional neural
network in [22]. Authors in [23] have proposed a covariance matrix-aware CNN
(CM-CNN)-based spectrum sensing algorithm. Additionally, the creators in [45] have
proposed the fire-feature reuse detection convolutional neural network. The above-mentioned
methods have good accuracy and problem solving skills when compared to other machine
learning algorithms. On the other hand, it has its own limitations in predicting the available
spectrum. To get rid of this issue, long short-term memory (LSTM) design has implemented a
traditional method of recurrent neural network (RNN) for time and arrangement issues [23].
LSTM comprises some gates which have a neuron that readily arranges its verifiable data and
the traffic type data [11] can be resolved precisely with LSTM. Moreover, LSTM based
spectrum sensing (LSTM-SS) with CNN is proposed for CR networks. Further, CR users
obtain beneficiary advantages from the PU in spectrum sensing decisions. Finally, we can find
out the presence of PU by using this method.

An improved method has been introduced in deep learning methods. Yet, there is an issue
with this neural network that the computational cost is very high [17]. For example, to shift
through the noise we utilized advancement of an autoencoder to pack data from the info layer.
To improve the results, we additionally found the hereditary algorithm which predicts an
enlarged structure for deep learning scheme. In order to develop a powerful detecting
approach, the proposed calculation receives deep neural system and metaheuristic calculations
called simulated annealing for deep neural network (SADNN).

1.2 Contributions

The contribution of this paper is discussed below.

(1) First, the proposed method introduces deep learning-based spectrum sensing indicator to
utilize CNN to exploit the energy connection features from the covariance framework of
detecting information. Then, the arrangement of energy correlation features the
comparison between various detecting periods of the LSTM. Hence, the action patterns of
PUs can be learned.

(2) Secondly, the proposed strategy could investigate the discriminative features to
additionally improve the detection performance. The LSTM structure is used to exploit the
PU activity pattern. The proposed CNN-LSTM structure is free from signal-noise model
assumptions. To make LSTM with fair high SNR, the preparation data set is set-up to
incorporate the data at exceptionally low SNRs in varying values.

(3)Finally, the best boundaries of convolutional neural network are chosen by simulated
annealing algorithm to improve the exactness of recognition and limit the computational
multidimensional nature.

1.3 Paper Organization

The rest of this paper is structured as follows. Section 2 briefly depicts the background
methodology. Section 3 describes the system model. CNN-LSTM is proposed in Section 4.
Experimental outcomes are examined in Section 5 and in Section 6, conclusions are finally
summarized.
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2. Background Methodology

The major problem in cognitive radio is raised due to the inadequacy of spectrum resources
and mismanagement of spectrum [35]. Adapting techniques like cyclo-stationary detection
(CD), matched filter detection (MFD), energy detection (ED) and ML techniques enhance the
functioning of CSS in cognitive radio systems. Energy detection is one of the traditional
schemes that recognize all forms of primary users inside the transmission range of a CR user.
Especially, the OFDM based CR receiver recognizes the primary user OFDM signal where CR
receiver is furnished by different antenna-based energy detectors [19]. The two basic types of
spectrum sensing in cognitive radio setup are cyclo-stationary detection and energy detection.
Both of these techniques detect the licensed users in cognitive radio setup. Analysis of these
two techniques is carried out in [37] to bring an improved technique for primary user
identification. Cooperative spectrum sensing in OFDM dependent on energy recognition in
multiple-input multiple-output (MIMO) cognitive radio sensor networks is implemented. Soft
combination of the observed energy esteems various cognitive radio users is examined.
OFDM based MIMO cognitive radio network recognizes the OFDM signal with multiple
antenna detector of the CR receiver. It resulted in the critical development of primary user
identification of the square law combining with energy detection of a MIMO cognitive radio
sensor networks [46].

Machine learning techniques are adopted in several works [32][13] to allow CR users to be
trained about the nature of the system. This can be carried out by techniques that use both
supervised and unsupervised learning approaches or only supervised learning approach. In the
first type, algorithms like k means which uses PU transmission patterns and statistics such as
energy statistic and probability vector are used. Then, the identification of primary user is done
by training the classifier using labelled training data [40]. In the second case, the primary user
can be recognized by using classifiers like K-nearest neighbour (KNN), support vector
machine (SVM) or naive bayes. The effectiveness of these machine learning algorithms is
completely dependent on feature selection. In case of KNN classifier, spectrum sensing
features are needed for K neighbour classes. A test case is then ordered into one of the K
neighbours based on larger part casting a vote. The voting depends on the statistical data
picked up for pointing out the separation between the test case and the training instances. The
separation ought to be determined precisely and really reflects the classifying classes [16].

Acrtificial neural network (ANN) based spectrum sensing (SS) is advanced to evaluate the
database and to prepare the ANN to distinguish between signal and noise [51]. In cognitive
radio, spectrum sensing has been considered as an ideal method to sense the availability of
primary users in the network. Here, ANN analysis is to detect the signals and hence
performance error has been occurred [36]. Due to this limitation, cooperative spectrum
sensing is proposed in the duty cycle detection model for primary users [29].

Deep learning algorithms for parallel CNN-LSTM spectrum sensing is proposed where the
signal and the noise prepare the model to detect multiple signals. Different patterns were
performed to reveal the accuracy of the proposed scheme that does not require earlier
information of the licensed user [27]. At that point, deep cooperative sensing (DCS) includes
the first CSS system dependent on a CNN. In DCS, the framework for combining the
individual detecting consequences of the SUs is found out freely with a CNN utilizing
prepared detection tests, whether or not the individual detection outcomes are quantized.
Furthermore, spectral and spatial correlations of detecting the results are considered as CSS in
DCS [22].

Currently, spectrum sensing addresses much on deep learning algorithm. CNN-LSTM
detector uses CNN for energy correlation to extract the information. The sensing information
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of different periods is inserted as an input for LSTM to identify the primary user activity [49].
The blind spectrum sensing technique that depends on deep learning is composed of three
types of neural systems like convolutional neural networks, long short-term memory and fully
connected neural networks [15]. DNN-based likelihood probability proportion test is tested in
DNN-based detection frameworks. DNN-based system is used as the input of a CNN to
present a covariance matrix-aware CNN (CM-CNN)-based spectrum sensing algorithm [24].

The sensing performance in deep neural networks got increased but there are no strategies
to analyse the variables of deep learning and to solve the optimization. Additionally, DNN is
proposed to find out the quantity of neurons in the layer [20, 47 & 8]. Systems like
autoencoder can be used to resize the information (dimensionality decrease) data to limit the
disadvantages [21]. An unsupervised learning algorithm named genetic algorithm (GA) is
utilized in [48] to recognize the best structure of DNN. Simulated annealing based deep neural
network is utilized to improve the precision rate and to build up a beneficial detecting strategy
by picking the best limits.

In spite of the fact that countless spectrum detecting strategies are accessible in the
literature, every method has restriction in any of the three fundamental CR necessities like low
detection time, low multidimensional nature and precision of identification. Strategies like
cyclostationary feature detection (CFD) and OFDM require earlier information on PU signal
in which CR situation is not fitting. Majority of other spectrum detection methods are
incredibly mind boggling with high inactivity which is unacceptable for mechanical sensor
and actuator systems. Therefore, it is important to structure a detecting procedure which is
anything but difficult to execute and identify all types of PU signals. Subsequently, this article
has proposed another spectrum sensing procedure that can identify a wide range of PU signals
(both solid and feeble, with or without earlier data) with low unpredictability and improved
determinism. However, CNN-LSTM is free from signal to noise model presumptions. To
make LSTM with fair high SNR, the preparation informational index is set-up to incorporate
information at low SNR in changing extents. SA is utilized to discover an appropriate quantity
of neurons for every layer of a completely associated DNN. It upgrades the correct value in
taking care of the specific enhancement issue. Contrasted with efficiently listing technique, it
can discover the rough arrangement inside a sensible time. The proposed novel spectrum
detecting strategy is planned for identifying the PU with least time and improved exactness.

3. System Model

Cogpnitive radio network comprises of PUs and SUs. The SUs in the CR network consider the
spectrum band to sharply get to the white space. Here, two metrics such as HO and H1 were
considered with respect to the condition of the PUs in Equation (1 & 2). In this, HO represents
the absence of PU and H1 signifies the time of PU presence.

H1:x(n) =s(n) +un) @
HO : x(n) = u(n) (2

Where x(n) is the n-th received signal, s(n) indicates the signal from PU, u(n) signifies
the additive white Gaussian noise (AWGN) sample. The spectrum sensing works on a
principle that an unlicensed secondary user can utilize the spectrum resources when a licensed
user is inactive or absent. Thus, the exhibition of spectrum sensing is assessed by the
probability of detection and the probability of false alarm. The detection probability is the
probability of choosing H1 when H1 is valid; the probability of false alarm is the probability
that the choice is H1 when HO is valid. In cooperative spectrum sensing, the secondary user
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can sense a bunch of available spectrum holes to sense the execution. Hence, the statistical
covariance can be calculated using a limited number of signal samples. For notation simplicity,
we consider the case of single sensor with M=1. Fig. 1 shows the system model of cooperative
spectrum sensing.

3.1 Pre-Processing

To represent as a simple process, we illustrate the entire received signal samples in the u-th
detecting time interval as in Equation (3).

M; = {M;(1), e e ceveee . M (N) @)

In deep learning algorithms, labelled training data is needed where the training data of the
proposed method is defined as given in Equation (4).

M = {(My, 1), (M, 15), e oo eee (M, 1)} 4

Where, n is the size of the training set and [,, is the label. The label is the actual PU activity
state corresponding to M,,. The real primary user activity state corresponds to M,, as the
computation difficulty of the neural network is partially linked with the size of the input M,, .
Furthermore, M,, is created from monotonous sampling of comparative dispersion which has
overabundant information. Subsequently, we pre-process the sensing samples before
contributing into the neural network. The labelled training data can be obtained by cooperating
with the PU. The fundamental fact of PU activity must be known.

Primary User

((m))

I[""‘-\-\.

| /\ g Fusion Centre

Fig. 1. System model of cooperative spectrum sensing

3.2 Sample Covariance Matrix

Sample covariance matrix is one of the adaptable statistics which inherently consolidates
diverse discriminative i.e., energy, eigenvalues and non-diagonal elements. Hence, sample
covariance matrix is proposed to act as an input to the neural network even though it does not
have the energy correlation data of the sensing samples. Here, the sample covariance matrix is
mentioned in Equation (5).

1 5
Ps = — NuNp, ©)

So, the pre-processed training dataset is expressed as in Equation (6).
PS = {(Pl' ll)' (P]_, lz), (Pm, lm)} (6)
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Where, B,, denotes the sample covariance matric and [,,, indicates the corresponding label.
N,, represents all the received signal samples in the m'" sensing period. m is the size of the
training set, Z is the signal sample based on the PU activity, J is the channel index between PU
and SU. Additionally, various sensing period of the spectrum sensing is processed to predict
on-off strategy of the PU. In this paper, the proposed CNN extracts the energy correlation
features from the covariance matrices created by the sensing data. At that point, the
energy-correlation function contributed to various sensing periods are taken as input and
processed for generalized neural networks to study the activities of the primary user.

4. Spectrum Sensing by Improved Convolutional Neural Network

4.1 Proposed Method

The improved neural network possesses the ability to remove the features and map the values.
The three-layer structure such as input layer, hidden layer and output layer faces enormous
number of issues in the variables. CNN is a multilayer structure where the characters are
predicted by itself. Moreover, it is a feed forward network with structural parts of the neural
network. The problem in this network is solved by using simulated annealing based hidden
layer modelling. The extracted features from the convolution and pooling layer of CNN are
passed to the LSTM layer. At last, CNN-LSTM model is used to predict the generated output
of the network. The result and analysis of this proposed model can be demonstrated by few
performance metrics.

4.2 Dataset Construction

Labelled training data is acquired by PU, while the PU activity is recognizable. To detect the
execution process, we contemplate four digitally balanced families as the candidate set. Three
different sets namely the training set, validation set and test set are considered. A wide range of
SNR is sort out between -20dB and 18dB with a break of 1dB to deal with most of the executed
situations. The AWGN information is created as noise information in the training set. Then,
100 samples are taken as training set for each SNR. The highlights of dataset factors are shown
in Table 1.

Table 1. Dataset generation

Modulation family FSK, PAM, PSK, QAM
Signal length 1024
Over sampling rate of signals 2
Roll of factor 0.35
No. of SNR levels 20
Range of SNR -20db to 18db
Samples taken per modulation type 8000

In this method, 5000 samples are taken for each SNR that ranges between 20 db and 18 db.
There is similar number of PU signal and AWGN sequence. The generated information is split
into training and testing datasets. Fig. 2 shows the dataset construction.
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= i PU signals 2
PU signals Cpittennice Naise
Labelas H1 Label as HO

E———

Fig. 2. Dataset construction

4.3 Long Short-Term Memory (LSTM)

Hochreiter et al. [11] proposed an LSTM as a specific variant of recurrent neural network.
RNNSs use the best gradient descent technique for learning about the research. However, it has
its own limitation as gradient vanishing or detonation problem. To avoid these limitations,
LSTM network has been introduced. The cell structure of LSTM unit is displayed in Fig. 3. It
is comprised of three gates in particular input gate i, forget gate f and output gate o. The
computation procedure of LSTM unit at time t is denoted.

Iy = o(Yias +Vids_1 + g;) (7)
Fs = G(Yfas + Vfds—l + gf) 8)
Os = o(Yyas +Vds_1 + go) )

Equations (7-9) explain the operation of input gate i, forget gate f and output gate o in
which I, Fs, Og are the activation functions. gy is the offset term of forgetting gate.

Cs = FsoCs_y + izetanh (Yea, + Vods_q + g¢) (10)

Os = o(Yoas + Vods_1 + go) (11)

Equations 10 and 11 determine the cell state and the hidden state. The variable a; denotes

the critical qualities of electric energy consumption and the output pooling layer at time t. Cs

is the hidden unit memory, d s is the corresponding unit output, a is the unit input, Yand

V are the weights, g is bias variables, ‘o’ indicates the Hadamard product and of_means the
activation function (tanh). LSTM algorithm is explained in Pseudocode 1.

Yit)
Cit-1) °

4

c(t)

_I_: 1 = ,Hm
H:t-ﬁT | : 4’0

Fig. 3. LSTM structure
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Pseudo code 1: LSTM

Input = data

Il initialization

Initialize (batch size, sequence length, embedding, number of layers, hidden size)
LSTM = LSTM (embedding, number of layers, hidden size)

Hidden layer = model (number of layers, hidden size, batch size)

LSTM out, Hidden layer = LSTM (data, Hidden layer)

Fully connected layer = linear (hidden size, output size)

Fully connected out = LSTM out * Fully connected layer

Output = fully connected out

4.4 Simulated Annealing for Convolutional Neural Network

The main aim of SA is to find out the exact directions to delineate an assumed arrangement
during the iterative process. When related to other methodologies, it is much better because of
its accurate and low computational time. As seen in pseudocode 2, it comprises some
associated factors: initialization, neighbour selection, evaluation of output, where t denotes the
temperature. The neighbour selection operator of SA is assumed to change the search direction;
evaluation operator estimates the number of solutions generated by neighbour selection. As
appeared in lines 6-8 of Pseudocode 2, the search path of SA is related to probabilistic
acceptance criterion. The temperature t will be refreshed towards the end of every emphasis to
diminish the diversity gradually with the goal of SA to few specific locales.

Pseudocode 2: Simulated Annealing (SA)
/I Initialization
Initialize Maximum Iteration (M), Temperature (t)
X = initial solution
Fori=1: M
While stopping criteria not met
Y = neighbour selection
E= evaluation
If probabilistic acceptance criteria is met
X=Y

End
End while
Update Temperature (t)
T=axT
End for

As shown in Pseudocode 3, the proposed dual algorithm integrates simulated annealing
with CNN to form a unique search algorithm. The flow chart of SA-CNN is shown in Fig. 4.
The input is considered as data D and t is another input parameter to determine the strategies
of SA algorithm. Therefore, the proposed method is same as simple SA which plays the
important role in determining the CNN solution. The initial role of SA is to predict the quantity
of neurons in every hidden layer of the CNN. Hence, the identified outcome Y of simulated
annealing moves to the CNN structure and demonstrates certain illustration to examine the
best model in the network. The proposed method will decide whether to keep the result Y or
not to determine the number of neurons. Then, as usual, the temperature ¢t will update the
iterations at the end of the algorithm. The temperature gets updated by geometric reduction
law as (T = a x T, Where T is taken as 50° C and « reduction temperature is 0.95). As
temperature raises slowly, the neurons in the hidden layer gets affected. At certain temperature,
the neurons have very low sound of spikes which finally gets discharged. In spite, SA will
converge to some particular regions to improve the results for better structure of convolutional
learning algorithm. The hidden layer in CNN gets affected by a metaheuristic algorithm (SA).
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SA finds the number of neurons in each layer of CNN to enhance the execution of CNN.
Finally, the proposed CNN algorithm as shown is utilized to estimate the occurrence of
primary user.

Pseudocode 3: CNN-SA
Input: data
[l initialization
Initialize maximum iteration (M), Temperature (t)
X = initial solution\
While stopping criteria not met
Y = neighbour selection
Assign number of hidden neurons in
W = initial weight
E= initial error

While
CNN-= network (W, E)
E= calculate error
End
F = MSE (network, data)
If probabilistic acceptance criteria is met

X =Y
End
Update temperature (t)
T=0xT
End
Output = CNN

Start
+

Initialize parameters

!

Generate initial solutions

|

For i=1:maximum

= iteration

!

MNeighbor Selection (Y) -

l

Hidden layers of CNN

!

l

Determination

l

Ar ing Sct
1

end

Fig. 4. SA CNN

4.5 CNN LSTM Network Structure

CNN-LSTM network structure is displayed in Fig. 5. The proposed CNN-LSTM network can
obtain complex spatial and temporal features. CNN can extract features among several

10
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variables and LSTM layer can perform appropriate modelling with the temporal information.
LSTM is the last layer of CNN-LSTM structure that stores important data extracted over CNN.
LSTM provides a solution for preserving the long-term memory by consolidating memory
units that can update the previous hidden state. This makes temporal features on long-term
sequence.

The sample covariance matrices are complex which can be seen as two-layer process. The
energy of the covariance matrix under state HO is concentrated to the diagonal components in
the real part while H1 energy is dispersed over the imaginary part and the real part. This visual
distinction in covariance matrices under HO and H1 makes the CNNs appropriate for studying
the energy and correlation features out of the information. In CNN-LSTM module, sensing the
data of CNN extracts features from the covariance matrices. The sequence of energy
correlation features corresponding to numerous sensing periods are taken as the input of
LSTM. The vectorized output consisting of energy and correlation features of the CNN
sensing period are used as input to the LSTM cells. Likewise, the following strategy is to
remove the time dynamic features in the array of sensing periods. Hence, the last output of
LSTM cell is comprised of energy, correlation and time dynamic features of the sensing period
is input into a thick layer to modify the output measurement as indicated by the quantity of
information classes. Hence, PU activity pattern can be acquired.

4.6 Network Training

First introduce weights and biases in all convolution kernels. The forward propagation with
the training set output O is determined. At that point, the CNN can become familiar with the
error E through contrasting the output O with the labels y. Assume the quantity of sample set
as S and the quantity of the sample types as c. We can compute the error E as per the equation

(12).
S c
1
ES= 23 Y or- opy (12)

m=1i=1

CNN tests converges as stated by the value E. If it converges, then the training is finished.
If it is not, then the residual & of the output is analysed. Given the activation function f, the
residual and the relu function is identified as activation function in the experiment. The
residues can go from output layer to front layer. From Equation (13), residual can be

calculated from each layer in which &' is the residual of the I layer.
& = (WHTs"V). f'(zh

Update the weights and bias in each layer with the learning rate o as in Equations (14) and
(15).

(13)

Wt =w! — a. 5V @HT (14)
B! = B! a. SV (15)

CNN continuously runs the above process to get an ideal outcome. It sends feature vector
into NN for computing the training set. At any cost, the training set of a neural network is
mathematically high. So, the performance is needed to be enhanced. To overcome this
limitation, the introduced SA algorithm is used to find out the total quantity of neurons in the
CNN. This solves the specific optimization problem and gives better accuracy rate.

1
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Fig. 5. CNN LSTM Structure

Pseudocode 4: CNN-LSTM

Input: data

/I Initialization

Initialize random weight, w

/] Training

Train network for training dataset

While i<maximum iteration
N = net (Updated weight)
e = evaluate (data, N)
i=i+1

End
/I Testing
Output = test (N, data)

5. Experimental Setup

The proposed CNN-LSTM based spectrum sensing technique has been implemented in
MATLAB R2018a. The datasets used in the proposed technique consist of SNR value in the
range of -20db to 18db. The dataset is created with enormous samples with low SNR value.
The aim of the proposed method is to point out the occupancy of PU signal even in low SNR
value. Hence, 80% samples are maintained with low SNR value and 20% samples with high
SNR range. Experiment is carried out by differentiating the number of training samples.
Finally, a total number of 5000 samples are maintained for training process. The dataset
composition is presented in Table 2.

Table 2. Composition of dataset

Dataset | Label | Samples | Total
HO 2500
Training H1 2500 5000
HO 250
Testing H1 250 500

Specific parameters and the network architecture are chosen for the best performance of detector.
The parameter setting used in the proposed CNN LSTM structure and the network architecture is
presented in Table 3 and Table 4.

12
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Table 3. Composition of dataset

Parameter value
Learning rate 0.0005
Dropout rate 0.1

Mini Batch size 25
Number of epochs 200
Number of hidden layers 6
Activation function Relu
Loss function Mean Squared Error (MSE)
Training set 5000
Testing set 500
Table 4. Network architecture
Activation Relu
Optimizer Adam
Convolutional layer 1+relu 250
Maximum pooling 2x2
Convolutional layer 2+relu 500
LSTM nodes 124
Fully connected layer 1 62
Fully connected layer 2 2

5.1 Performance Evaluation

Here, we assess the proposed CNN-LSTM spectrum sensing for its demonstration. The
detection probability (Pd) and the false alarm probability (Pf) are validated for assessing the
proposed strategy. Signal information about the test dataset is taken individually from the
system to determine Pd and Pf. It accurately arranges the signal, for example, (H1) is separated
by the absolute number of PU signal models to decide Pd. In LSTM network, the AWGN
sequence samples are inserted and the Pf is obtained. At any point, it could not predict HO
where it was separated by AWGN sequence samples. The demonstration of the invented CNN
LSTM structure for changing SNR ranges is introduced in Fig. 6 - 10. From the given
experimental analysis, it is demonstrated that the proposed spectrum sensing strategy beats the
current approaches.

1
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Probability of detectlon
Proebability of detection

0 0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1
Probability of false alarm Probability of false alarm

(@) (b)
. Probability of detection (Pd) Vs Probability of false alarm (Pf) (a) SNR=-12db (b) SNR=-14db

(o2

Fig.
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Fig. 6(a) shows the analysis of Pd (vs.) Pf under a dataset with SNR=-12db. It illustrates
that the proposed CNN-LSTM method beats other sensing methods with less SNR. This is
achieved due to the temporal characteristics available in the signal of the proposed
CNN-LSTM method. The scientific reason behind the proposed CNN-LSTM method is their
standard architecture of the network. Even though ANN has a shallow neural network, the
LSTM has chain network. SVM considers the spatial temporal detector. The proposed method
is the combination of deep neural network and looping structures. The elements are unrolled in
a continuous manner in which other techniques do not perform this function.

The signal to noise ratio is set as -14db in Fig. 6(b) to reveal the features of the proposed
CNN-LSTM detector under different values. It represents that the CNN LSTM method has
high density value when compared to other techniques like CNN and LSTM. The high false
alarm probability in the existing KNN and SVM means that there is a less availability of
primary users to use the spectrum holes. The proposed method contains various discriminative
features that have the ability to extract features of matrix shaped data. CNN itself has the
quality of relieving graphical features but it is not good at specifying the temporal features.
Therefore, the proposed method of CNN-LSTM is good at sensing the temporal characteristics
in the signal where other methods are unable to do so.
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Fig. 7. Probability of detection (Pd) vs. Probability of false alarm (Pf) (2) SNR = -16db (b) SNR =-18db

The data is kept same for all three methods with SNR of -16db as shown in Fig. 7(a) to
demonstrate a reasonable comparison with the proposed CNN LSTM method and other
techniques. This is further used to verify whether Pd (vs.) Pf has high and accurate detection
value. The major reason that the proposed CNN-LSTM method overcomes similar existing
strategies as LSTM and CNN is due to the design and working principle of CNN-LSTM
method. The deep feature extraction and fair detection capability of the proposed method
extracts all features of the signal. From the plot, we can derive that the proposed CNN-LSTM
method has high detection value than the other methods at a low SNR of -16 db. The proposed
method has high probability of detection value than the machine learning algorithm namely
KNN and SVM. Note that in Fig. 7(b), it shows the test statistics of the CNN LSTM technique
by using the training set containing SNR value of -18db. It is shown that the proposed method
has high detection value when compared to other proposed method like CNN, LSTM, SVM
and KNN. The high performance detection is due to the CNN-LSTM structure which is free
from signal to noise model. It simultaneously performs both energy correlation and temporal

14
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primary user detection. Though, CNN only performs to learn spatial features and LSTM
performs only temporal features. The sensing efficiency of KNN and SVM classification
speed is minimal. Hence, the invented method has best Pd (vs.) Pf even in the SNR value
which is shown in Fig. 7(b).
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Fig. 8. Probability of detection (Pd) vs. Probability of false alarm (Pf) (SNR=-20db)

To execute the performance of the proposed CNN-LSTM with the existing methods, we
evaluate the graph which shows Pd (vs.) Pf in Fig. 7 with the SNR value of -20db. This
different SNR performance shows the best accuracy schemes of CNN-LSTM method. The
data flow in LSTM is structured by the Gate layer as it performs extremely in temporal data.
The CNN structure evaluates the energy correlation features where CNN-LSTM took all the
hidden characteristics from both the invented information which definitely LSTM and CNN
neglected to do as such. As well as the supervised machine learning techniques KNN, SVM
algorithm required more time for training the classifier.
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Fig. 9. Pd Vs Pf for various training samples

The creation of training set notably affects Pd and Pf from Fig. 9. For different SNR
training sets, the Pf and Pd got enlarged. As the quantity of samples and level of samples in
low SNR go is expanded, Pf and Pd likewise increment. The magnitude of the primary user
signal is noted to be noise at low SNR. Network, in this manner, consider that it is difficult to
separate the primary user signal and noise. This is exploited because the temporal correlation
is placed in this method so that the plotted graph shows high detection value for the low SNR
range at various samples for the proposed CNN LSTM work.
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The detection probability of various techniques for different SNR values is shown in Fig.
10. The various SNR values are compared with detection probability of different techniques
like CNN, LSTM, SVM and KNN. When the SNR values get reduced, the detection
probability also gets decreased. The proposed spectrum sensing method provides high
probability of detection when compared with other techniques. This seems that the
CNN-LSTM has good temporal dependency and it outperforms other schemes as shown in the
bar diagram.
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Fig. 10. Detection Probability

The effectiveness of the proposed CNN-LSTM algorithm is verified under various SNR
ranges. A graph has been plotted between Pd (vs.) Signal to Noise Ratio for the five
convolutional schemes and is shown in Figure.11. When compared to the existing methods
namely CNN, LSTM, SVM and KNN, the proposed technique CNN LSTM has a
high-performance detection algorithm. It is mainly caused due to the use of temporal
dependency of the proposed technique where the existing methods fail to do so because CNN
can predict only the spatial features. The supervised techniques like SVM and KNN have
higher training module time. So, both the matrix correlation features are needed to find out the
presence of primary user.

6. Conclusion

The cognitive radio system shows great impact in developing a good implementation of
networks. The determinism includes both spectrum sensing and spectrum handoff algorithms.
Though there are various spectrum sensing strategies demonstrated in the previous
implementation, the technique which satisfies both ease of implementation and accuracy need
to be developed. Hence, a spectrum sensing algorithm with improved CNN LSTM is proposed
in this paper. The principle used in this approach is that any PU signal will have a modulation
format associated with it and hence identifying the presence of a modulation format itself
establishes the presence of PU signal. This approach is able to effectively sense the PUs
presence. The experimental results are carried out in MATLAB. In this proposed technique,
probability detection is considered as one of the important parameters for the efficiency of the
method. Simulation results were carried out under different SNRs to indicate improved
execution of the invented algorithm. The methodology can be additionally improved by using
different optimizing techniques to determine the best hidden layer size of the network so that
complexity can be further reduced thereby identifying PU presence more effectively.
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ABSTRACT

As the increase in the world population the demand of the Soya production and other is also increases. In order to
increase the growth of the Soya in the Soya crop it is necessary to detect the weed in the Soya crop and the barren
land to minimize the growth of weed so that the growth of the Soya can be improved. Weed detection is one of the
important factors to be analysed. Unmanned Air Vehicle (UAV) is used to get data acquisition of Soya crop in
different phases so that high quality of RGB images can be captured. The proposed method facilitates the
extraction of weed, Soya, and barren land in the Soya crop field using background subtraction. The result

shows that background subtraction method is good for detection the weed, barren land, and Soya.

Key words: UAV, RGB, CNN
INTRODUCTION

Weeds are an all too common occurrence in lawns and gardens. While some may be deemed
useful or attractive, most types of weeds are considered a nuisance. Learning more about weed
control and detection can make it easier for gardeners to decide whether these weeds should be
welcomed or if they must go. Let’s take a look at some common weed plants and when or what
weed control methods may be necessary. By definition, a weed is known as “a plant in the wrong
place.” For the most part, these plants are known more for their undesirable qualities rather than
for their good ones, should there be any. Weeds are competitive, fighting your garden plants or
lawn grass for water, light, nutrients and space. Most are quick growers and will take over many
of the areas in which you find them. While most types of weeds thrive in favourable conditions,
native types may be found growing nearly anywhere the ground has been disturbed. In fact, they

may even offer clues to your current soil conditions.

One of the newest and most researched technologies nowadays is deep learning. Deep learning is

a technique used to create intelligent systems as similar as possible to human brains. It has made
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a big impact in all types of domains such as video, audio and image processing. On the other
hand, agriculture is humanity’s oldest and most essential activity for survival. The growth of
population during the last years has led to a higher demand of agricultural products. To meet this
demand without draining the environmental resources the agriculture uses, automation is being
introduced into this field. The present project aims to merge both concepts by achieving
autonomous weed recognition in agriculture this goal will be reached by using new technologies
such as Open CV, FarmBot and Python programming, image processing, deep learning and
Acrtificial Neural Networks (ANNS).

LITERATURE REVIEW

Agriculture has always been an essential activity for survival. Over the last century, and more
specific, over the last 15 years, agriculture has started to mechanise and digitise due to this
evolution and automation, labour flow was almost totally standardised. Nowadays, after
introducing robotics and artificial intelligence into agriculture there is no need of standardization,
robots are working collaboratively with humans and learning from them how to realize the basic

agriculture tasks such as weed detection, watering or seeding.

Weed detection is one of those basic agriculture tasks that are being automatized and digitised, in
this case, because of toxicity related to herbicides so, reducing human intervention will make
possible a decrease in the use of herbicides, increasing health care. To achieve this, robots able to
detect plants and classify them into crop or weed are now introduced into agriculture. This
implementation has been done in multiples studies such as Dankhara. Where Internet of Things
(1oT) is applied into an intelligent robot to differentiate crop and weed remotely 10T is present in
the communication between a Raspberry Pi, where the processing is done and the camera and
sensors are connected, and the Data Server, where the Raspberry Pi sends the information
obtained.

Machine learning (ML)
Machine learning is the scientific study of algorithms and statistical models that computer
systems use to perform a specific task without using explicit instructions, relying on patterns
and inference instead. It is seen as a subset of artificial intelligence. Machine learning algorithms

build a mathematical model based on sample data, known as "training data", in order to make
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predictions or decisions without being explicitly programmed to perform the task. Machine
learning algorithms are wused in a wide variety of applications, such asemail
filtering and computer vision, where it is difficult or infeasible to develop a conventional
algorithm for effectively performing the task.
CNN ALGORITHM IMPLEMENTATION
Convolutional Neural Network has had ground breaking results over the past decade in a variety
of fields related to pattern recognition; from image processing to voice recognition. The most
beneficial aspect of CNNs is reducing the number of parameters in ANN. This achievement has
prompted both researchers and developers to approach larger models in order to solve complex
tasks, which was not possible with classic ANNs. The most important assumption about
problems that are solved by CNN should not have features which are spatially dependent. In
other words, for example, in a face detection application, we do not need to pay attention to
where the faces are located in the images. The only concern is to detect them regardless of their
position in the given images. Another important aspect of CNN is to obtain abstract features
when input propagates toward the deeper layers.
SUPPORT VECTOR MACHINE ALGORITHM
Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms,
which is used for Classification as well as Regression problems. However, primarily, it is used
for Classification problems in Machine Learning. The goal of the SVM algorithm is to create the
best line or decision boundary that can segregate n-dimensional space into classes so that we can
easily put the new data point in the correct category in the future. This best decision boundary is
called a hyper plane. SVM chooses the extreme points/vectors that help in creating the hyper
plane. These extreme cases are called as support vectors, and hence algorithm is termed as
Support Vector Machine. Consider the below diagram in which there are two different categories
that are classified using a decision boundary or hyper plane.
METHODOLOGY

This project work describes the methodology for weed detection process in soya crops. It follows
ten steps. The task flow is shown in Figure 1. The tasks and process represents the steps of the

algorithm. Our algorithm includes the following steps
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Method of Data Collection

In this project, we attempt to build a classifier that can identify the weed based on the module we
built. The data collection is the primary data which we take data manually by our self. The data
collected has been check one by one before taking it as input data. There are 2 classes named as
crop and crop weed will be classified and each of the class contains 123 images. From the 80%
of images used for training and 20% of images used for validation and testing. Hence there are

99 images for training and 24 images for testing

RESULTS

Fig: 2 Soya crop detection.
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CONCLUSION AND FUTURE WORK

Although the detection was good enough but still there exist a room for the improvement in the
result. Convolution Neural Network (CNN) can be applied in the future research for better result.
In stage when the weed and Soya colour are same convolution network (CNN) can be produced
much better result. The limitation in the above proposed research that was faced was sunlight
light intensity issue because of the variation in the captured image was quite high. This can be
overcome when the similar research was done in a very controlled environment. Better camera
can be used in order to capture much better image with different sensor in order to overcome the

problem that arise due to sunlight variation and shadows.
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ABSTRACT:

The IOT devices utilizes the several sensor devices that are able to collect a large volume of data
in different domains which are processed by Al techniques to make the decision about the
assistance problems. Among several applications, in our project, 10T with Al is used to examine
the healthcare sectors to improve patient assistance and patient care in the future direction. An
IOT sensor with Al is used to predict the exact patient details such as fitness tracker, medical
reports, health activity, body mass, temperature, and other health care information which helps to
choose the right assistance process. The patient information which is shared in the cloud
environment is accessed and processed by applying the optimized machine learning techniques.
It further examines the patient’s details from the previous health information which helps to
predict the exact patient health condition in the future direction. In this system, doctor and care
takers can observe patient without exactly visiting the patient actually.

We proposed a nonstop checking and control instrument to screen the patient condition and
store the patient information in sever utilizing Wi-Fi Module based remote correspondence. And
furtherly they can upload medicines and medical reports on the web server which after can be
accessed by the patient anywhere at anytime. It is very much easy process and convenient for
both the doctors and patients. The efficiency of 10T sensor with an Al-based health assistance
prediction process is developed by using the MATLAB tool. Monitoring and recording of
various medical parameters of patient outside hospitals has become widespread phenomena. The
reason behind this project is to design a system for monitoring the patient’s body any time using
internet connectivity. The function of this system is to measuring some biological parameter of
the patient’s body like Temperature, Heartbeat, Blood pressure, by using sensors and the sensors
will sense the body temperature, heartbeat and blood pressure of the patient and sends the values
to 10T Cloud platform through WIFI-Module. All information about the patient health will be
stored on the cloud ,it enables the doctors to monitor patient’s health, Where the doctor can
contineously monitor the patient’s condition on his smart phone. This system is based on client
server application in which server stores data collected from client, role of client is to collect
proper data from patient & transfer it to server. A remote health monitoring system using 10T is
proposed where the authorized personal can access these data stored using any loT platform and
based on these values received, the diseases are diagnosed by the doctors from a distance. The
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results showed that this project can effectively use WiFi technology to monitor patient health
status. And the power consumption of Wi-Fi module can be reduced as much as possible

Key words:Embedded system, 10T, Patient monitoring system, Microcontroller.
INTRODUCTION

Internet of Things (IOT) and Atrtificial Intelligence (Al)plays a vital role in the upcoming years
to improve the assistance systems. Now a days Internet of Things (IOT) is one of the effective
and emerging technologies because it helps to interconnect computing devices and objects that
can transfer the data from one place to another place. Most people thought that the diagnosis of
diseases and patient assistant system consumed more amounts. Also, they thought that hospital
services are not packet friendly which means, accessibility. Therefore, IOT sensor-related
services were provided to the health care sectors for improving the people’s hospitality in terms
of ensuring accessibility. In addition, the 10T sensor-based disease diagnosis process enhanced
the quality of treatment effectively. The main reason for utilizing 10T sensor devices in health
devices was the patient workflow which was successfully maintained by using effective
technologies and facilities. 10T sensor-based healthcare services. More ever, the 10T sensor helps
to improve communication without requiring.

The utilized technologies increased data interoperability, data movement, information exchange,
and machine-machine communication effectively. Due to the effective utilization of technologies
and connectivity protocols, the patients’ unnecessary visits were reduced, improving planning
and allocations. Unlike the cloud storage, the 10T sensor device collected the patients’
information and stored it until the physician retrieved it or the patient did the clinical analysis. In
addition, the device itself had the data-driven analytic tool which generated the graph according
to the deviations which improved the decision-making process with minimum errors. Once the
gathered medical information had any threating activities or characteristics, then, the on-time
alert was provided via the medical device. This alarm related data was transmitted to the
physician for making the real-time tracking system and sending the alert message to the linked
devices. Based on the alert, the respective treatment was provided, and the decision was handled
successfully for enhancing the people life span. According to the discussion, it clearly showed
that the IoT sensor device effectively monitored the patient’s activities, alerting, tracking,
providing better treatment, and improved patient care completely. From the analysis, it clearly
stated that the 10T sensor device completely used to monitor the patient in the remote activity.
The remote-based activity ensured the patient treatment also provided the drugs based on the
disease effectively. Based on the discussion, several smart devices such as hearable, ingestible
sensors, drug storage.
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LITERATURE SURVEY

According to the different author opinion, healthcare applications have enhanced using the
internet of things (IoT) because it effectively collected the patients’ information in real-time
application. More ever, for attaining the remote monitoring process, the IoT sensor was very
useful. It reduced the complication rate and enhanced the treatment procedure. Even though, the
assistance rate should be further improved with minimum complexity and maximum accuracy.
For attaining this, in this work, an optimized artificial intelligence technology with the internet of
things is used. Based on the discussion, iterative golden section optimized deep belief neural
network approach is used to examine the IoT sensor based collected patients’ health information.
The detailed study of the work is discussed in further chapters.

There are various vital parameters in this system. They are ECG, Heart Rate, Heart Rate, Pulse
Oximetry. The Tele-medical System is the system which focuses on the system which focuses on
the measurement and evaluation of these vital parameters. In android smartphones there are two
different designers of a (Wireless) Body Networks, The Real Time System Features Several
Capabilities. Data Acquisition in the (W) ban plus the use of the smartphone sensors, Data
Transmission and Emergency Communication with first responders and clinical server. It is very
important to save the Energy Efficient Sensors. This can be compensated. In the first ZigBee
based approach, sensor nodes acquire physiological parameter perform signal processing and
data analysis and transmit measurement value to the coordinator node. Sensors are connected via
cable to an Embedded System in the second deign. In the both types of system, Bluetooth is used
for transferring the data to an android based smartphone.

PROPOSED SYSTEM

As we are dealing with E-Health Care Monitoring System, our system design is based on the
Wireless Sensor Networks (WSN) and Smart Devices. It is very important to have strong
networks between doctor, patient, and care givers judges the condition of the patient. Sensors are
used to monitor the patient surrounding as well as health, these sensors are medical and
environmental sensors. Sensors are relayed to the prior devices through the transmitter and them
to the end user. In this system, doctor and care takers can observe patient without exactly visiting
the patient actually. We proposed a nonstop checking and control instrument to screen the patient
condition and store the patient information in sever utilizing Wi-Fi Module based remote
correspondence. And furtherly they can upload medicines and medical reports on the web server
which after can be accessed by the patient anywhere at any time. It is very much easy process
and convenient for both the doctors and patients. With the help of this data, doctors can
understand and observe patient from private home i.e., patient to public health care Centre
patient. This is the cost reducing technique. We have also defined the sets of add on services
which include real time health advice and action (Retina) and parent monitoring.
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This paper describes the implementation of a Telemedicine System for Patient Monitoring using
Mobile Telephony, using this application any patient can be monitored with Rs232 interface. The
system proved to be quick and reliable. Therefore, it represents an applicable solution to
Telehomecare. Additionally, the high costs involving the conventional internment and the
frequent problems in patient transporting do necessary a different way of providing good medical
care. This system is based on client server application in which server stores data collected from
client, role of client is to collect proper data from patient & transfer it to server. A remote health
monitoring system using 10T is proposed where the authorized personal can access these data
stored using any 10T platform and based on these values received, the diseases are diagnosed by
the doctors from a distance.

Block diagram

Devices Data Aggregation &
(Sensors) Pre Processing Data Analysis
ECG Sensor ——y Arduino UNO Computer
\§ J/
. J ‘ '
Temperature
Sensor
" J\

' ESP 32 (Wi-Fi
Pulse Oximeter Module)

Sensor

Data Storage

As we can see in the above block diagram, there are four blocks namely Devices (Sensors) block,
Data Aggregation and Pre-Processing block, Data Storage block and Data Analysis block. In the
first block we are having ECG Sensor, Temperature Sensor and the Pulse Oximeter Sensor. All
these three sensors will be enabled and the data from ECG Sensor is given to Arduino UNO. The
remaining two sensors’ data is fed to ESP 32 (Wi-Fi Module). Next, we are writing the sensors
data from ESP 32 to Thing Speak Cloud i.e., we are storing the data. Thereafter, the computer
will read the data from Thing Speak Cloud and performs data analysis. Similarly, the computer
will also read the ECG Sensor data from Arduino UNO and gives out the resultant ECG graph.
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The reason that we are not giving the ECG Sensor data to Thing Speak because, we cannot get
the ECG graph in online mode.

CIRCUIT DIAGRAM

COMPARE THE DATA WITH STANDARD HEALTH CONDITIONS

Next step is to compare the obtained results with the standard health conditions. The standard
health conditions of a healthy human being are :-

* The normal core body temperature of a healthy, resting adult human being is stated to be at
98.6 degrees fahrenheit or 37.0 degrees celsius. Though the body temperature measured on an
individual can vary, a healthy human body can maintain a fairly consistent body temperature that
is around the mark of 37.0 degrees celsius.

* A normal resting rate for a healthy adult is between 60 and 100 beats per minute (bpm).
Human heart rates vary enormously with age, general health and physical exertion.

* A normal ECG is the one that shows sinus rhythm. Sinus rhythm may look like a lot of little
bumps, but each relays an important action in the heart. The typical frequency range of ECG
signals of healthy human in BPM can range from 0.5-100 Hz, sometimes reaching up to 1khz

Pulse Rate Body Temperature
Low Normal High
Low Bradycardia & Hypothermia Bradycardia Bradycardia & Fever
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Normal Hypothermia Healthy

Fever

High Tachycardia & Hypothermia Tachycardia

Tachycardia & Fever

Table Standard Health Conditions

APPLICATIONS

* ECG monitoring.

* Temperature monitoring.

* Pulse rate monitoring.

Other notable applications such as:1. Glucose level monitoring.
2. Medication management.

3. Asthama monitoring.

4. Mood monitoring.

5. Wheelchair management.

6. Oxygen saturation monitoring.

7. Rehabilitation.

ADVANTAGES

* Simultaneous reporting and monitoring.
* Affordable price.

* End to End connectivity.

* Accurate data analysis.

* Remote medical assistance.

* Tracking system.

* Alert system.
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« Improved decision-making process with minimum errors.
* Increased data interoperability.

» Effective machine to machine communication.

LIMITATIONS
* Accurate power supply should be given to pulse oximeter in order to avoid voltage fluctuations.

CONCLUSION

The system introduced smart healthcare to monitor the basic important signs of patients like
heart rate, body temperature. The rate of success between the observed data and actual data is
approximately greater than 95% for all cases of the developed healthcare system. The system is
very useful in the case of infectious disease like a novel coronavirus (COVID-19) treatment. The
developed system will improve the current healthcare system that may protect lots of lives from
death. In our project, an 10T based health monitoring system was developed. These sensor values
are then sent to a medical server using wireless communication. These data are then received in
an authorized personals smart phone with 10T platform. With the values received the doctor then
diagnose the disease and the state of health of the patient. The Internet of Things facilitates that
the individual prosperity parameter data is secured inside the cloud, stays in the hospital and
reduced for conventional routine examinations and most important that the health can be
monitored and the disease can be diagnosed by the doctor at any instant. These sensor values
then will be sent to a medical server using wireless communication. Thus, with the help of 10T
sensors and Al, the patient assistance has been improved to a reasonable extent.

FUTURE SCOPE

loT after getting the hold of many domains like Enterprises, Retails, Government, industrial, 10T
is finally booming the healthcare domain also. Perhaps, no other sector has taken the great
benefits of the Internet of Things than healthcare. Be it for doctors, researchers, patients or
insurers, loT in healthcare is actually a vibrant force. Doctors can now monitor patients’ health
and improvement continuously while patients, on the other hand, can connect with their doctors
easily. Specialists and researchers got the chance to confer with one another across the globe
about difficult health cases. Though technology cannot stop the population from aging or
eradicating chronic diseases but it can at least make healthcare easier in a pocket. Hence, it is not
wrong to say that Healthcare is one of the most exciting yet challenging verticals for 10T
transformation while posing great future scope of 10T in Healthcare. With it, IoT app
development is also gaining momentum in the healthcare domain. Before going any further, it
will be wise to check out the stats for the 10T market trends to validate how the technology is
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changing different domains. Once done with that, understanding how the technology is fueling
healthcare will not be a task.
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ABSTRACT

The segregation of irregular tissues from normal brain tissues, such as brain tumour segmentation, is one of the
most essential and fundamental activities of any brain tumour identification scheme. Interestingly, the tumor in tumor
analysis domain has been effectively used in the principles of medical image processing to computerize the center steps,
i.e. detection, segmentation and classification for a approximant brain tumor finding, particularly on Magnetic
Resonance images. It is more invasive to study for its noninvasive properties for imaging. Identification or recognition
systems assisted by computers are suitable complicated and are present an unbolt issue because of variations in tumor
forms, areas, and size. Important study performance, mechanical brain tumor detection techniques based it’s on
previous completed works of various experts in biomedical image processing and flexible computing as well as
classification and their combinations. Different methods are used to identify the brain tumor using images of Magnetic
Resonance Image is analyzed in the article, along with robustness & problems found with every to notice different
types of tumors in brain.

In the existing methods of classification/segmentation, detection be as well confer with heart on the merits and
demerits of the approaches to biomedical imaging area in every mode the reason of the study provided at this point is to
support the analyst to get the necessary quality of brain tumor type and identify different brain classification and
techniques is which are very successful and for spotting brain tumor a choice is tumor brain diseases. The script covers
the most applicable techniques, procedures, functioning system, preference, limitations, and possible MRI image tumor
in brain detection snags. It is effort to recap the existing state of the art with admiration into various forms of tumors will
assist researchers to pursue future directions.

Keywords: Segmentation, MRI, Deep Learning, CNN, ANN

I. INTRODUCTION

According to the World Health Organization's most recent figures, brain tumour disease is the most frequent
form of cancer death worldwide. the advance diagnosis a mind tumor saves the patient from death and helps treat
patients on time but this is not always accessible to people, Glioma can be considered the most dangerous tumors in the
central nervous systems systems (CNS)is primary brain tumor. In present years the world health organization amend the
edition ‘LGG (Low grade glioma) and high grade glioma (HGG) glioblastomas will exhibit compassion propensities in
2016 adoptive the state of two forms of glioma tumours is LGG (Low grade glioma) and high grade glioma (HGG)
glioblastomas.

A new tool is used for the field of biomedical engineering gives awareness about the various healthcare
observations. A deep learning is a one of the part of Al system; it able of conduct advanced dimensional data and is
capable in focused on the right features. Tumor itisa very complex disease: a multifaceted cell has more than hundred
billion cells; each cell acquires mutation fully. Finding of tumor particles in experiment is easily done by using MRI or
CT. Brain tumors can also be detected by MRI, however, deep learning techniques provide a better approach to do
segmentation of the brain tumor images. Deep Learning models are roughly positive by in sequence managing and
communication designs in biological nervous system. Classification plays a leading role in detection of brain tumor.

Neural network is creating a well-organized rule for classification. To achieve image medical data of neural
network is trained to used the a convolution algorithm, for classification of an image Multilayer perception is proposed.
In this review article, the brain images are categorized into two types: normal and abnormal. This article emphasizes the
significance of categorization and characteristic selection approach for predict the head tumor. This classification is
completed by machine learning technique acting are like support vector machine ANN, and Neural Deep network. It
might be famous that more than one method can be practical to the segmentation of tumor.

The several samples images of a brain tumor are classified with deep learning algorithms, convolution deep
neural network and multi-layer observation. Analysis imaging of tumor in brain it’s to obtain the most major
information, it help to medical identification of patient for good quality treatment, in imaging analysis errors come into
view at feature extraction, image size and also display the enlargement to the brain tumor disease cells is unmanageable
that type of disease is called as tumor. The tumor a variety of types and have more character these are cure with different
type of therapy’s’ [in 2013, Guptha and Shringirishi]. MR image segmentation can be biological part of a person being
in a body and such as blood vessel in the spine, heart, brain, , and knee and the segmentation is the procedure of
removing reassuring detail from diagnostic photographs that are one-of-a-kind.

A key intend for segmentation is to split a image into uniform and no overlapping location of similar properties
they are strength, Texture, color, and intensity that gives the segmentation results of on each image of label then
recognize the area borders in uniform region and it is a set of bias field, contours noise, and unfair level cause are the
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problems and a difficult job in the procedure for brain tumor images.

MRI image is the most important and trendy to get entire detailed of image of dissimilar parts of the brain and
its very-known for study and detect irregular change in the tissues with a good contrast we compare previous modality
name CT computer tomography The gaining parameter of MRI can be used to for various brain tissues to get dissimilar
gray values. Generally the researches may use MRI images of brain segmentation of in medical therapeutic applications,
the recent study it is unified in a tumour located in the brain in an exacting, this tumors appear as irregular tissue are
found in only certain areas of the brain, according to the recent research.

A segmentation of the brain tumor has different methods are characterized on different ideology segmentation normal
tissues in brain are exposed in below figurel. In the field of biomedical the MRI segmentation techniques mention
below as.

» Physical Segmentation is a technique for separating people into groups based on their physical

characteristics.

»  Semi-automated segmentation

»  Segmentation that is fully automated

»  Mixture segmentation of image
In the first method is manual segmentation method refers the when an professional human operator label the picture and
segmentation the restrictions which are perceptually applicable, these segmentation goal to shade and the area of the
body structure tagging by hired hand, this done in the way it is part-by-part volumetrically images [in 2000 pham et al.],
According to reports, the physical segmentation mechanism is extremely accurate.. These techniques are in used for
tumor brain segmentation to sketch these limits structure to the concern in detects lesion with various labels, Physical
segmentation, is to assess the results is a time taking process to the operator to find the results by within the cell or intera
variability studied.

By beat these trouble in manual segmentation, superior methods are emerged as fully automatic and
semiautomatic method. Mechanical segmentation refer to the development to part assign limits mechanically by a PC
aid systems, the process of a semiautomatic segmentation as cutting the segmented borders The ROI (Region of Interest)
is described by to the operator in this semi-automated segmentation. As an example, method as easy inter active objects
removal we apply on image to gate output for a good border fit of the picture, a number of input factor to be given by
human specialist in perceptive study of content to get a action reply from to the computing software, the main process is
Initialization, feedback response and evaluation of semiautomatics sectionalization (Shi et al., 2011). Completely
automated segmentation strategies provide better results than semi-automated approaches.

A full routine segmentation playing with no human function assist segmentation is to resolute In the complete
automated segmentation procedure, the processor combines the previous information and artificial percept in the
algorithms. Crossed segmentation is the compilation of any number of segmentation methods to show the improved
result in terms of consistency and computational time.. Various classification method are thresholding edge base,
region-based, classification methods modify models this type of method are classify into supervise and unverified
methods, The supervised method are the representation to a classifier like SVM (support vector machine), ANN
(artificial neural network), and Bayes classifier are examples of artificial neural networks. An unsupervised method are
the representation of clustering algorithm like fuzzy clustering (FCM), k men’s algorithm and Markova random field
(MRF) algorithm, and atlas based segmentation. In the medical area is a visible increase in the volume of data and usual
models cannot manage it efficiently there is a continue work The collection and processing of massive medical data are
important aspects of medical image analysis.

Present years deep learning methods are very important key function in the medical image data analysis of
using machine learning early tumor area its export to the radiologist, we use biopsy is gives to find weather the tissue is
benign or malignant, not like the tumors start somewhere The biopsy of the brain tumour is not performed somewhere
else in the body. get previous to the end of the brain operation is performed. The diagnosis get more accurately by using
biopsy helps obtain high image quality of the complex brain tissue and to get an accurate characteristic and proof of a
medical procedure and bias its tough build good clinical system tool segmentation for classification of brain tumor in
MRI images. [1]

A new expertise is development for particularly in the medical industry, machine learning and artificial
intelligence it’s having had a positive effect. it provide very good support tool for medical department, as well as
medical imagining. Different automated learning approach is applied to segmentation and classification to process MRI
to support the radiologist’s result, one of supervised technique to classify a tumor requires exact expertise to extract
optimal features and selecting domain. [2]. In coming recent time unverified approach has get experts interest in not
only for their outstanding performance but also the mechanically generate features increase in the amount of error Deep
learning (DL) models have recently emerged is one of the very most effective techniques for imaging of biomedical
study such as segmentation, reconstruction, Milica et al a new technique is projected for segmentation of brain tumor
used three types of tumor CNN (convalutional neural network) architecture.

This one is based on a small developed network its already used in pretrained network is tested using MRI T1
weighted images. In the models overall performance has evaluated using current four methods: between two combined
database and two tenfold cross support methods, total ability of the model has tested the tenfold cross validation is
gives best values has agreed The consistency of record-by-record cross validation with a larger sample has 96.56%.
Gliomas high grade (HGG) and Low-Grade Gliomas (LGG) are two types of gliomas. (LGG), here Low glioma is
slowly-growing tumour, and High glioma grows quickly, which explains why HGG is a deadly bug. According to the
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central nervous system (CNS) a current poll of the Canadian people from 2009-2013 people diagnosed with HGG and
aged 44-20 years has contain a 19% continued existence rate with therapy after 14 months analysis of diagnosis. Figl
gives the sharing of survival rates between various types of brain tumors.

19%  Percentage

1 Glioblastoma

87% o
2 Mwningioma
54%

68% 3 Low grade

(asrocytoma)

Figurel: The above pie chart is for patients aged 20-44 and with their survival rates

The connectivity pattern between neurons in convalutional networks is inspired by biological processes [3] as
it resembles the organizing of an animal image cortex. The Artificial Network (ANN) was first used to analyses data
from digital images, but it needed a domain would have to be a specific. Experts or scholars should physically pick and
remove features from digital images until providing the data to ANN.

CNN came to the save through streamlining difficult task of selecting the features. CNN it is the most
outstanding kind of the ANN encouraged by natural image detection events [4]. In the field of image processing, CNN
does have a extra of applications pattern recognition and classification [5]. CNN's architecture was revealed in the late
1980s. LeCun improved CNN in the late 1990s, but the ConvNet architecture implemented in the twenty-In comparison
to traditional computer vision (CV) processes, the 21st century has taken CNNs to a new extreme, with a fault rate of
error 15.3 percent. CNN has a major influence on medical imaging as well as a variety of other fields such as artificial
intelligence, machine vision, and digital image processing. Even though a large number of deep learning algorithms
have been introduced in the past decades, CNN is of the majority trendy method used for image analysis because of the
layered architecture CNN is a cable news network., like ANN, and a news outlet.CNN, unlike ANN, uses adaptive
method to learn provides advanced of features on through a back propagation. Furthermore, different CNN, ANN does
not have full linked of neurons for a all layers; with last layer will be the only fully connected layer. The building blocks
of CNN are first Convolution layers, 2" one is pooling layers, and last one is completely connected layers the building
blocks in CNN [7]. Here the first layer convolution layer is responsible of extracting features. Traditionally, this layer is
in control of the convolution mechanism a activation and function, which separates it from ANN.

Il. LITERATURE REVIEW

In the previous few years, fellow researchers had place a lot of work in developing convalutional neural
network a number of articles gives on studying the description of machine learning algorithms [8], table 1 trying to give
explanation the multilayered network methodology used back propagation and update weights, a comprehensive
analysis of relevant literature is presented, together with the methodology. The results, and future processes and
directions of the CNN and other neural networks, and also use in Algorithms for machine learning and deep learning is
briefly discussed. Their research paved in image segmentation is the way future research. It's been recognized that
obtaining an boundary is a essential element of successful segmentation [9], Regular segmentation, and many scientists
using by edge detection to find the best regions in an image that is a usually defined as segmentation the of image into a
needed separation. Edge-based segmentation is introduced to Canny and his colleagues, which has used best smooth
filter to keep the edges as performing image segmentation.

Here an effort to track the achievement of he performed a pilot study. Optimizations have been used to grip the
spatially sparse components of a handwriting recognition segmentation and algorithm the parts have been used a picture
to be used as a layer input in CNN algorithms. AM. Hasan et al [10] suggested a deep Siamese convolution neural
network-based Alzheimer's disease treatment strategy. stage classification that yielded promising results in terms
classification. Images of a brain could be used to differentiate among healthy adults those who have a disease.
Reference introduced a thresholding technique that has since become a popular segmentation technique.

They recommended the aforementioned limitation by creating system for Optimization techniques. Integrated
multidisciplinary systems' design and stability, their proposed concept is based The gradient knowledge strategy (KG)
for chronological order is based on the Gibbs estimation approach and produces the major predicted one-time
improvement in the design process [11]. This process requires by selecting a threshold value, the white and grey scale
values are clean or manipulated. Among the most well-known threshold strategies are the Maximum entropy method,
Otsus method, and k-means clustering The selected threshold value serves as a dividing line between input values
above and below it are finally displayed. In present era, thresholding techniques are widely used.

In a recent study, researchers divided an image into computed tomography (CT), magnetic resonance imaging
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(MRI), imaging, and (PET) positron emission tomography (PET), the Convalutional Recurrent Neural Network
(CRNN) was introduce it is a mixture of RNN and CNN. The two main key features in CRNN the The feed forward
layer supplies the output and the recurrent layer introduces the derived functionality. The performance has improved as
a result of improved back propagation.

A layer-based DL approach was proposed in [12] to identify various brain tumour forms and grades using a
CNN.

Brain tumours are divided employing Transfer learning and fine tuning focused on deep convolutional neural
networks [13]. A research recently summarized the CNN apparatus (layers, ReLU, dropout, reaction, and pooling) and
its operating mechanism; this study is an assessment of scale invariant function transformations (SIFT) in inclusion.
They was using a data set of over one million images with over a 1000 category They used a 50,000-image training set
and a 50,000-image testing set to train and validate their method, and they used a technology that decreased error rates
about 2%. Furthermore, when researchers were hoping to build a By splitting the supervised learning-based Support
Vector Machine (SVM), discriminative classifiers come to the rescue in the case of hyper planes. Using a brain atlas
and manual intervention, a new analysis used Least Square Support Vector Machine to distinguish between White
Matter (WM) and Grey Matter (GM) areas (LS-SVM) [14]. Later, researchers have begun to be exploitation the
multilayered combined multidimensional methodology.

The below figure to gives the hole image of brain tumor different types
largels
Toeningioma

glioma pituitary

INCNINEIONIA

ghioma

Qutputs

pituitary

Figure 2: Types of Brain tumors

The concept and design of the proposed model for MRI image segmentation/classification are seen in the diagram
below

—
Brain tumor
MRI data base
Image acquisition
Image
Enhacement
Image
segmentation

Feature Selection j

Tumor <|/>
Identification I

Figure 3: Flow Chart of Basic Method of the Brain Tumor Identification/Segmentation

Pre
processing

Post processing

Preprocessing

It is important in the medical profession to obtain specific photographs in order to make correct diagnoses. The
origins of artifact acquisition, such as MRI, PET, and CT, have an effect on the excellence of the medical images. In the
actual images of an MRI scan, there might be a number of unnecessary and insignificant bits. Rician noise has an effect
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on MRI. Rician noise is signal based and difficult to eliminate. To maintain the initial image properties, image
preprocessing technique such as scanning, contrast enhancement, and skull stripping is used.

Segmentation

Regions of Interest (ROI) are extracted from digital images using segmentation. It is important to tell between
the tumour areas from to the brain MRI. Different supervised and unsupervised approaches for segmentation exist, such
as thresholding, soft computation, atlas-based, clustering, neural networks, and so on. Adaptive, national, Otsu's, and
histogram-based thresholding approaches are all examples of thresholding. Clustering without supervision-means and
Fuzzy C means are examples of strategies. It effectively segments of Gray Matter (GM), and White Matter (WM),
Cerebrospinal Fluid (CSF) MRI images in the brain (CSF). Segmentation is also done using bio-inspired algorithms
including Particle Swarm Optimization (PSO) and a Genetic Algorithm (GA). CNN, Mask-RNN, and other deep
learning architectures Unet have exposed to get better segmentation accuracy over traditional methods.

A image of digital image, such an as MRI image, can be represented as a two-dimensional function, x(w, z),
with the spatial coordinates x and y and the value of x at any given point. The image's intensity or grey level at that stage
is (w, z). A pixel in a picture is a dot symbol a pixel is a picture element. M N matrix, A is yet another name for the
function x, while M the digits M and N represent the number of rows and columns, respectively, respectively. Image
segmentation is the process of separating a image digital into several disjoint segments, with its own set of properties, in
computer vision. It's also used to locate objects in images and also limits. This is achieving by assigning values to each
pixel. (w, z), a label in an picture a basis on certain character or computed attributes, such like as colour, texture or
intensity.

edema

Figure4: Example for brain cancer labeled.

Above shown Figure4 is the aim classification of brain tumor to determine the position and extend of tumour region.
» Tumour tissue that is actively growing;

* Tissue which is necrotic (dead);

* The absence of edoema (tumor nearby swelling)

This is achieved by comparing usual areas to abnormal tissues. Because they infiltrate surrounding tissues,
some tumours, such as glioblastomas, are difficult of tell between from normal tissues. Image modalities with variation
are frequently used as a solution. In figure 4 In teach, MRI modalities (T1 with contrast and T2) are used to precisely
identify tumour areas.

Feature Extraction

MRI features such as form texture, wavelet, and Gabor are extracted during feature extraction. The
Gray-Level-Co-occurrence Matrix (GLCM) of second order is used by the majority of researchers, arithmetical
approach for shaping texture features such as energy, correlation, and contrast, among others. Discrete Wavelet
Transform is used to remove wavelet characteristics (DWT). It is added to the raw image, and the approximation
coefficients are extracted and chosen as the function vector. [15] Formalized paraphrase it have been observed that
handcrafted characteristics, as well as automated features produced by deep learning techniques’ such as CNN, ResNet,
and Capsule network, perform well. Formalized paraphrase PCA and GA are used to decrease the number of features.
[16]

Classification

Brain tumours are categorizing into two types of tumors Benign and Malignant tumours. Glioma, Meningioma,
and Pituitary tumours are the three forms of malignant tumours. Glioma is classified into four categories by the World
Health Organization, as seen in Fig5.
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Figure 5: Types of Brain Tumors

Deep Learning

An input layer, an output layer, hidden layers, and hidden layers are all present in neural networks, hyper
parameters, are widely used for deep learning. It is a process of supervised classification in which the kernel convolved
around the input image to generate feature maps. Automatic segmentation and function extraction may be supported by
DL. Aside from its success in medical disease diagnosis, it has some drawbacks, such as the need to create complex
algorithms, tune hyper parameters, require a huge volume of data for testing, and need more training time and expense.

According to a recent analysis, comprehensive To solve the issue of big data supply, data augmentation
techniques such as rotation, cropping, scaling, and transforming are used. A pre-trained neural network is used in
transfer learning approaches to retrieve similar characteristics is applied to an application-specific dataset. For cancer
prediction, existing transfer learning models such as VGG19, LetNet, GoogleNet, ResNet, and AlexNet are used. Deep
learning, mainly the convalutional neural network-based system, has achieved the most advanced output for medical
image semantic segmentation [17].

A two-pathway CNN model with a local image block as feedback was suggested by Havaei et al. To figure out
what each pixel's mark will be, response used in a sliding window fashion. ResNet made use of the efficient bottleneck
structure for impressive results.

Ronneberger et al. proposed the first and most widely used medical image semantic segmentation tool, known
as "U-Net." Since then, U-Net has grown in popularity and is now widely used in medical imaging and computational
pathology. Xu et al. suggested a new deep network known as LSTM multi-modal UNet, which combines multi-model
UNet and convolution LSTM. Multi-modal UNet employs high density encoders and decoders to fully leverage
multi-modal data, whereas convolution LSTM employs sequential information within neighboring slices. Dong et al.
used a deep atlas complex with a knowledge accuracy restriction to segment the 3D left ventricle in order to deal with
high dimensional data and a lack of annotation data. Heinrich et al. created OBELISK-Net, novel convalutional
architecture for segmenting 3D multi-organ images. Li et al. Used a new adversarial model based on a multi-stage
learning move toward to segmentation various three-dimensional spinal structure from multi-modal MRI images. Their
findings further indicate that deep learning has exceptional success in resolving 3D medical image segmentation and
has become an important part of medical image processing, being the first option for a number of of medical image
segmentation application. Furthermore, Brain tumour segmentation methods focused on deep learning have shown
strong segmentation outcomes. The following is the a review of segmentation-based treatments to brain tumours
Learning at a deeper level approaches for brain tumour segmentation have recently achieved state-of-the-art
segmentation precision. Ping Liu et al. demonstrated a The Deep Supervised 3D Squeeze-excitation V-Net
(DSSE-V-Net) will segment brain tumours automatically from multi-model MRI images. On the 2017 BraTs,

Kamnitsas et al. obtained excellent results and suggested EMMA, a rigorous segmentation incorporating
multiple models that used an adaptive architecture with several individual training models. EMMA, in particular,
merged DeepMedic [20] and U-Net models and incorporated their segmentation predictions. In 2018, Myronenko took
first place in BraTS18 with a 3D encoder—decoder concept built on ResNet. To extract multi-scale background details,
Zhou et al. ensembled several different networks and used shared backbone weights. For the actual autism spectrum
disorder dataset, the authors used the k-nearest neighbour classifier in. They considered the issue of MRI data's huge
volume and sophistication. They suggested using the adaptive independent subspace analysis (AISA) approach to
detect significant electroencephalogram behaviour in MRI scan data for this purpose. Using the AISA system, they
achieved 94.7 percent accuracy. Khan et al. developed an automatic multi-modal classification system for brain tumour
type classification using deep learning. They first used linear contrast stretching with edge-based histogram
equalisation and the discrete cosine transforms (DCT). They then used transfer learning to perform deep learning
function extraction.
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Figure 6: Steps and Architectures is a deep learning algorithm for brain tumour segmentation.

Chen et al created a high-efficiency 3D CNN for real-time dense volumetric segmentation, based on the
multi-fiber unit for enabling knowledge flow between classes. Previous research has explicitly shown the anatomical
regions of the brain can be classified using deep learning algorithms Nonetheless, because of the use of multi-layer 3D
convolutions, these 3D CNN architectures have a high computing overhead. As a result of shortcomings in some of the
previous models, we were compelled to suggest a new system. We suggest a novel a network for resolving the issue of
brain tumor segmentation and employ multiple techniques for reducing network parameters order to allow efficient use
of multi-modalities and depth knowledge.

I11. BRAIN TUMOUR PREDICTION USED CUTTING-EDGE MACHINE LEARNING AND
DEEP LEARNING ALGORITHMS

Deep learn has been described by researchers as an increasing machine learning methods are a subset of a
machine learning methods. Deep neural networks can study gradable character from a input images instead of using
pre-defined hand-crafted features. A rugged likeness of segmentation brain tumour algorithms based on standard and
deep learning.Deep learning strategies require a large amount of training data to be effective prevent over-fitting and
large computational power in order to go faster the training procedure. Deep learning approaches have attained
state-of-the-art efficiency in a variety of domains, including target recognition and natural language processing, when
joint with efficient strategies for weight initialization and optimization A large amount of training data is needed for
deep learning approaches. Deep learning has recently been applied to medical image recognition tasks such as chest
x-ray detection by a number of researchers and breast image analysis. Recurrent and convolutional neural networks are
two well-known deep learning approaches.
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Figure 7: Deep CNN Flow chart

The literature contains a number of machine learning techniques for brain tumour segmentation and detection
using MRI. Hasan et al. suggested a method for classifying MRI brain scans with deep and handcrafted image features.
For statistical feature extraction, pre-processed MRI is added to a transformed GLCM. CNN performs automatic
feature extraction. SVM classifier with a600 axial MRI scans, 10 fold cross-validation revealed 99.30 percent accuracy.
When compared to other transfer learning networks such as AlexNet and GoogleNet, the proposed approach worked
well by integrating MGLCM and CNN functions. A Naive Bayes-based brain tumour detection method employs
maximum entropy segmentation based on thresholds.

The device is evaluated on the REMBRANDT dataset, which comprises 114 MRI. The suggested procedure
that has advantage of being able to locate a tumour in any region in the brain, including the temporal lobe. Introduces a
novel method for brain tumour detection focused on full blurry entropy segmentation and CNN. On MR, Single Image
Super Resolution is used to improve resolution.On the BRATS2018 and RIDER datasets, SVM classification reaches
98.3 percent and 97.9 percent accuracy, respectively. With the combination of handcrafted and deep features, the
proposed concept has shown positive results. On the CE-MRI dataset, pre-trained GoogleNet for deep feature
extraction is evaluated for 3 type classification into Glioma, Meningioma, and Pituitary tumours using KNN and SVM
classifiers with accuracy of 97.8 percent and 98 percentaccordingly.The accuracy of a brain tumour classification
technique based on a multinomial logistic regression The BRATS 2017 dataset was used to validate the model, which
included 48 images. However, the system's accuracy should be validated on larger datasets.

Keerthana et al. propose an intelligent method for early diagnosis of brain tumours. Noise reduction and skull
stripping are performed first, followed by threshold foundation.SVM is given GLCM texture features to classify
tumours into three categories: regular, benign, and malignant. With the GA-SVM classifier, the device performs well.
GA is used for tumour segmentation in an efficient optimization strategy for brain tumour classification. SVM is given
GLCM texture functionality with a precision of 91.23 percent.

Polly et al. planned a method for classifying HGG and LGG brain tumours using k-means segmentation. PCA
is used to choose 10 related features from a collection of wavelet features. SVM is used to differentiate among regular
and irregular videos. SVM classifier is used to identify HGG and LGG tumours in pathological images once more. The
proposed method has 99 percent accuracy for 440 pictures, but it needs to be tested for larger images.

IV. DISCREPANCY FROM EARLIER SURVEYS

In current years an amount of prominent Table I lists medical image processing polls, as well as recent
associated studies and summary papers. An examination of early state-of-the-art technologies Prior to 2013, there was
no such thing as state-of-the-art. Brain tumour segmentation approaches were presented in, where the majority of the
methodologies proposed prior to 2013 used traditional machine learning techniques,with handcrafted components, such
as clustering and region-growing methods In 2014, Liu et. al. published on a review for MRI-based brain tumour
classification. There is no deep learning approach used in this survey. A survey published to summaries deep
learning-based medical image processing methods. This survey covers large research on medical image processing as
well as other in-depth studies.Strategies for segmenting of brain tumors based on machine learning. Bernal et al.
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available the results of a revision on the application of deep convolutional neural networks to the retrieval of brain
images The use of deep learning convolutional neural networks, recurrent networks, and deep generative models, for
example, were not included in this survey.

Akkus et. al. published a survey of deep learning methods for segmentation on brain MRI images. The
approaches discussed in are largely focused on convolutional neural networks, with no description of other deep
learning methods. They have failed to address critical issues such as datasets and data collected before and after A
research on deep learning in health-care was recently published by Esteva et al. This analysis compiled findings on how
deep learning in computer vision, natural language processing, and reinforcement learning can be used to improve
performance, simplified approaches facilitate healthcare application. A new survey on semantic and object detection
and segmentation was conducted in, giving additional implication on object finding and semantic segmentation.

Table 1: Brief explanation on previous published DCNN-basedclassifiers and the presentation
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Frame work and software

To simplify the deep learning workflow, developers and engineers have often focused on free-source software
platform, this concept creation to testing to manufacture deployments. This separation gives some of the common
frameworks used in machine learning the articles that were analysed.

Theano is a free source python platform designed for quick calculation of comprehensive dataflow
arithmetical terms that can be compile and execute on both CPUs and GPUs. Furthermore, this method has been used
by science community to perform machine learning of research however it’s not just mechanical.It’s not a parser for
arithmetical expressions written in NumPy-like syntax, rather than a learning by framework. Many clever software
packages have been built on top of Theano, such as Pylearn2, Keras softwere, bricks, and a Lasagne, to take advantage
of its ability as a strong arithmetic source of control. A library Pylearn2 is machine learning method developed on top of
the Theano platform that is free and open-source. It gained attention after winning a transfer learning competition and
applying numerous cutting-edge computer idea of benchmark, the collection emphasises consistency and extensibility,
allow researcher to easily apply random models of machine learning. unluckily, there is no longer involved creator for
the library, and it has since slipped behind other successfully managed frameworks, such as Keras.

Caffe is an C++ and deeplearning platform has be originally designed for a computer idea application but has
since expanded to other fields such as astronomy, robotics, and a neuroscience It includes a detailed kit tool of a
building a deep network learning pipeline, from planning to output implementation of the processing is accompanied by
good documented instances.Furthermore, architecture includes performances of common Deep network learning and
building blocks of location models allow accelerated exploration of cutting-edge deep learning approaches. Rather than
being hard-coded, models are described in config files, guaranteeing distinction of image and execution.

Pytorch is one more complete free software deep learning

ttp an a|SO rSCb.I'O




Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 6, 2021, Pages. 15460 - 15476
Received 25 April 2021; Accepted 08 May 2021.

system. It is design methodology shifted away from describe and execute, as seen in a lot of frameworks that generate a
motionless conceptual grid before operation the model. Although this solution an efficient, to compromises
accessibility, debugging easiness, and versatility.in its place, Pytorch take an crucial approach, energetically building
the computational graph and allow the model to be idiomatically described in accordance with the Python programming
style.

The architecture also allows for a smooth transition from analysis to manufacturing, dispersed training, and model
execution on edge devices.

Tensorflow is a dispersed deep learning framework for major applications that use machine learning The app
enables the use of dataflow graphs on a variety of formats, including mobile devices and large-scale systems, dispersed
networks, with small to modification. Is an architecture theory was used to shorten the model.Parallelism within a
single computer as well as parallelism through thousands of distributed networks It includes a comprehensive toolkit
for rapid exploration of cutting-edge deep learning frameworks, a smooth change from testing to varied applications,
and the visualization and debug of extensive models.

Keras is a sophisticated API is a deep learning application that is rapidly increasing in popularity. While it at
first support several data-flow chart back ends, such as Theano, it is tightly integrated into the Tensorflow2 system eco.
It provides reliable and easy APIs for easily experimenting with new model and using Tensorflow2 to export models for
use in browsers and mobile devices. Furthermore, it includes structure blocks and pertained a cutting-edge template and
a wide range of machine learning domains Because of an its ease of use, a user centered approach, and thorough
confirmation, the software has been adopted by the business and research community.

Data set

In earlier period of 5 years there has been researches are measured in automatic brain tumor segmentation
using deferent researchers are used various algorithms and methods as research output is grow, for the object evolution
is big challenge why because the developers are used private data set with different attributes. As BARTS
(segmentation of multi modal brain tumor image) is emerging to calculate the performance accuracy by with public data
set. The below tabell is gives the summary of recently used data set segmentation for brain tumor. As per the Medical
image compute and computer assisted interference (MICCAI) they gives the medical research community we access
the public brain tumor data set in the starting it is around It has increased to over a year after 50 image scans of glioma
patience.

Table 2: Report on a study of a widely used public dataset for brain tumour segmentation

BRATS 2019 2019 653 335 127 191
BRATS 2018 2018 542 285 66 191
BRATS 2017 2017 477 285 46 146
BRATS 2016 2016 391 200 - 191
BRATS 2015 2015 252 201 0 52
BRATS 2014 2014 238 201 10 38
BRATS 2013 2013 60 35 10 25
BRATS 2012 2012 50 35 10 15
Decathlon[70] - 750 484 - 266

In the top of table gives an idea of different BraTs challenge held in year 2012 given by A comparison of low grade
glioma and high grade glioma was made using a brain MRI data set.

V. COMPARISONTABLEFORSTUDIEDRESEARCHES

Table 3: This tables is gives the summary of different researches work and future Expansion

Ref. Survey title Published Result &FutureExpansion
journal& year
1 Deep learning segmentation for a | Journal of Imaging | This paper have gives different building
survey of state-of-the-art brain MDPI 2021 blocks state of art tools methods for
tumor ‘algorithms for automatic brain tumour

segmentation' Many  segmentation
algorithms' poor performance is due to a
lack of large-scale medical training
datasets.
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2 The most up-to-date technology
is used. Stem  tumour
segmentation using the CNN
optimizer in magnetic resonance
images

multi-fibe Recurrent network for
3D MRI segmentation on brain
tumor

4 Using template-based k means
and an improved fuzzy c means
clustering algorithm, automatic
human brain tumour identification
in mri images is possible.

5 A systematic MRI approach for
segmentation on brain tumor
localization and using deep
learning and active contouring

6 Localization and Detection of
early-stage multiple brain tumors
using a hybrid technique of
patch-based processing, k-means
clustering and object counting
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Brain Sciences MDPI
2020

MDP12021Symmetry

MDPI 2019
Big data and
Cognitive computing

Journal of Healthcare
Engineering Hindawi
2021

international journal
of biomedical
imaging Hindawi
2020

49

In this paper a comparative analysis is
observed in CNN to find segmentation of
brain tumor. Here a made a comparison is

on available public data set MRI brain
BraTs2015 images both graphical and
guantitative results are gives consistency.

In the future, we'll compare this
state-of-the-art optimizer to with to find
brain tumor segmentation using multiple
CNN architectures.

This paper the entire tumor and the tumor

the enhancing tumor they can get dice
scores of 78.72%, 83.65%, 89.62%
relatively. Considering the 3D context
they also compare with the previous
methods the reduction of parameters the
training time and execution time is to long

due to complexity of methods .In future

we will modify this method to get its
ability to generalization and improve the
speed of training for improve the
segmentation

For this paper to compare the how much time
to take find the brain tumor using conventional
method and TKFCM method here the proposed
method TKFCM method it will take less time
Brain tumor detect and accuracy of the method
25.64%, 7.69%, 5.12%,2.56%, 17.9%. In
future we analyze to apply More features that
can be used to identify brain tumours and
increase accuracy, but it may take a long time.

Provided a user-defined initial guessed
boundary, In ChanVese brain tumour
segmentation using MRI, active contour
algorithms are used to achieve better and
more precise object boundaries. It is
important to provide a reasonably reliable
estimate.algorithm. For effective
segmentation, start with the initial region
of interest search field. We used the
bounding box that was generated after
The ChanVese algorithm uses a faster
R-CNN as the initial boundary to simplify
the entire brain tumour segmentation
process.

In this article, the researchers present an
idea about how to identify and localise
early stage brain tumours in MRI images
using an artificial approach known as k
means  clustering patch  dependent
processing and tumour evolution. This
technique was used on about 20 brain
MRI actual images that had already been
detected by laboratories, as well as a
massive tumour that this method was able
to detect at an early stage.
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7 An intelligent diagnosis method of Hindawi The researchers introduced a new
brain MRI tumor segmentation computational and | technology for finding a Deep
using deep convolutional neural mathematical convalutional neural network Fusion
network and SVM algorithm methods in SVM algorithm and Deep convalutional

medicine2020 neural network Fusion SVM algorithm

are used to segment brain tumours. this
paper give a comparative simulation
results for Public dataset and self made
data experiment and they achieve results
CNN, DCNN f SVM, and SVM of 26
patients respectively. Despite this, the
proposed methods have drawbacks, such
as a long measurement time. The future
analysis background will be how to solve
the algorithm and reduce the running

time.
8 A framework for brain tumor | International Journal | In this article, experts are offered a
segmentation and classification of Advanced technique for detecting brain tumours and
using deep learning algorithm Computer Science grading tumours using MRI into

and Applications2020 | meningioma and glioma is suggested by
preprocessing, skull striping, and brain
segmentation, graded into malignant or
benign using CNN based Alex net method
and they achieved precision of 0.937,
recall of 1, and f-means 0.967, while
using CNN based Google net method they
achieved precision of 0.95, recall of 1, and

f-means
9 Using magnetic resonance Journal of Critical The author suggested a Recurrent neural
imaging and deep learning to Reviews2020 network architecture for tumour detection
classify brain tumours that has a 90% accuracy rate. A RNN is a

kind of ANN in which nodes from a
directed graph are connected in a
temporal series.

10 Brain image segmentation using | International research | This approach may only be used to
machine learning brain detection | journal of engineering | enhance tumours with distinct enhancing
of tumor and technology 2020 | edges. Only two labels are used in this

method: object and context. One of the
few disadvantages of graph-based
approaches is that they are difficult to
apply to multi-label problems.
11 Deep learning based brain tumor 2020 In this paper the researches are apply a
segmentation: a survey different deep learning techniques for
brain tumor classification it’s a big task in
the deep learning is a power full method
for future learning of brain tumor and they
presented a comprehensive review and
finalized the deep learning based brain
tumor segmentation .In future a deeply
investigation is need for comprehensive
survey of deep learning based brain tumor
segmentation.

12 Detection and diagnosis of brain Wiley2020 In this research paper the inventors invites
tumors using deep learning a new method is Deep convalutional
convolutional neural networks neural network architecture finding the

tumor affected area in the brain and the
proposed method achieved the brain
tumor accuracy up to 97.7% . In Future
we same CNN method for identifying the
tumor region in thermal scanned brain
images
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13

15

16

17

18

A study on brain tumor detection Journal of The classified tumor gives a better result
and segmentation using deep | computationaland | to diagnose the tumor with less
learning techniques theoretical computational time. The medical

nanoscience2020 department gets an enhanced knowledge
to diagnose the tumor of patient. In future
work segmentation of skull region to
predict the brain tumor at early stages
with better computation rate.

An overview of deep learning in Elsevier 2020 A detailed examination of deep learning
medical imaging focusing on MRI methods for medical image analysis.

A review on brain tumor diagnosis Elsevier 2021 Normal databases for tumour
from mri images: practical identification and classification are
implications,key  achievements, needed. In addition, the three processes
and lessons learned must be integrated into a single

completely automated method for brain
tumour  diagnosis that is  more
scientifically beneficial. Methods for a
more accurate diagnosis.

Review of mri-based brain tumour Elsevier2016 Future enhancements and modifications
image segmentation using deep to CNN architectures, as well as the
learning methods inclusion of complementary knowledge

Other imaging modalities, such as PET,
MRS, and Diffusion Tensor Imaging
(DTI), can be used to improve existing
approaches, leading to the development
of clinically effective automatic glioma
segmentation.

Brain tumour classification using | Sciencedirect 2017 | In the future, the positive results obtained

deep learning neural networks with the DWT may be used with the CNN

to compare the results.

VI. CONCLUSION

With different deep learning approaches to segment brain tumors’ is a precious and difficult process. Since

deep learning techniques have a strong feature learning capacity, automated image segmentation gains multiple ways.
In this article, we researched and published a detailed survey of applicable Brain tumour segmentation methods focused
on deep learning. Brain tumour segmentation using deep learning approaches is structurally classified and summarized.
We thoroughly researched this assignment and addressed some main issues such as the advantages, disadvantages on
various processes, Linked datasets, pre- and post-processing, and calculation metric. At the conclusion of this survey,
we even forecast future research paths.
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ABSTRACT

With advancement of Automation Technology, life is getting simpler and easier in all
aspects. In today’s world automatic systems are being preferred over manual system. With
the rapid increase in the number of users of internet over the past decade, made internet as a
part and parcel of life. Internet of Things (IoT) is the latest and emerging internet technology.
It is a growing network of everyday object-from industrial machine to consumer goods that
share information and complete tasks while busy with other activities. Wireless Home
Automation system (WHAS) using [oT is a system that uses computers or mobile devices to
control basic home functions, facilitate automation through internet from anywhere around
the world. Automated home is also called as Smart Home. It is meant to save the electric
power and human energy. This paper is [oT based which works on internet to operate the
Smart Extension Cord sockets individually from any part of world with ease using the
application. The application is user friendly which will help the user to easily ON/OFF the
sockets and can also set the timer for individual socket, which will notify after the time is
complete.

This work is done with the help of Node MCU, Relays, Google Assistant, Firebase Cloud,
MIT App Inventor and IFTTT. We implemented an application using which any user can
operate it very easily with the help of active internet connection.

KEYWORDS

Firebase Cloud, Google Assistant, IFTTT, MIT App Inventor, Node MCU
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1. INTRODUCTION

Demand response (DR) program support demand side management so as to reduce power
consumption in residential and commercial buildings by considering time of use, real time
pricing and critical peak pricing. In the residential sector, the technology developed for DR
strategy is Home Energy Management System (HEMS) which helps to reduce electricity bill
and peak demand by scheduling the home electrical appliances based on priority, comfort
level and preference setting. A HEMS involves any device or product that analyze energy
consumption, control and monitor home electrical appliances.

Many smart devices like smart meters and smart plugs that been used to support intelligent
buildings, to assist homeowners to control the electrical appliances remotely using their smart
phone and help to take decisions about energy consumption. Smart grid technologies are used
to provide real-time energy consumption to consumer and utility and it provides two way
communications between the grid and customers. Smart meter is one of the monitoring
device in a smart grid system connected at the home entrance to allow active participation of
consumer to manage power delivery and reduce its cost. A smart plug sits between the wall
outlet and the electrical appliance and it is used to control and monitor appliances remotely
Furthermore, it allows user for optimizing the usage of appliance and benefit lower energy
consumption by remotely scheduling or turning ON/OFFthe appliance in a room via tablet or
smart phone using ZigBee communication. Non-smart appliances should also be considered
for energy management systems and therefore it is necessary to find a practical solution to
connect non-smart appliances to a controller. So, the design of smart plugs forms a network
of distributed sensing nodes, which provide remotely switch loads (ON/OFF) and control the
electrical appliances in a HEMS. In this paper is a prototype of smart plug which is
developed by using a stand-alone device supported with Zigbee wireless communication for
implementing a HEMS in smart homes. A node is connected to a home appliance and it is
used for sending power consumption data of each device by means of ZigBee communication

to a data collection device such as personal computer.
2. SOFTWARES AND HARDWARE COMPONENTS

2.1 Node MCU

Node MCU is an open source firmware for which open source prototyping board designs are
available. The name "Node MCU" combines “Node” and "MCU" (micro-controller unit).The
term "Node MCU" strictly speaking refers to the firmware rather than the associated

development kits. Both the firmware and prototyping board designs are open source.
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2.2 RELAYS

A relay is an electrically operated switch. It consists of a set of input terminals for a single or
multiple control signals, and a set of operating contact terminals. The switch may have any
number of contacts in multiple contact forms, such as make contacts, break contacts, or

combinations thereof.

2.3 GOOGLE FIREBASE
Firebase is a Google’s database platform which is used to create, manage and modify data

generated from any android application, web services, sensors etc.

2.4 GOOGLE ASSISTANT
Google Assistant is an artificial intelligence-powered virtual assistant developed by Google
that is primarily available on mobile and smart home devices. Unlike the company's previous

virtual assistant, Google Now, the Google Assistant can engage in two-way conversations.

2.5 MIT APP INVENTOR

It uses a graphical user interface (GUI) very similar to the programming languages Scratch
(programming language) and the Star Logo, which allows users to drag and drop visual
objects to create an application that can run on mobile devices. In creating App Inventor,
Google drew upon significant prior research in educational computing, and work done within

Google on online development environment

2.6 IFTTT: [IF THIS THEN THAT)]
If This Then That, also known as IFTTT, is a free web based service that creates chains of
simple conditional statements, called applets. An applet is triggered by changes that occur

within other web services such a Gmail, Facebook, Telegram, Instagram or Pin Interest
3. ALGORITHM

3.1 Methodology

In this project the main components used are NodeMCU and Relays. The NodeMCU is
connected to the relay through jumper wires. NodeMCU consists of an inbuilt Wifi Module
which has to be connected to a good internet connection. The digital pin of the NodeMCU
provides the relay with input and the relay performs operation accordingly. The Power supply

is provided to the NodeMCU as well as the relay module.
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On the other hand, the NodeMCU is connected to an- other relay module which controls
different sockets. The NodeMCU is programmed to control different type of appliances
through an application. The digital pins on the NodeMCU (D1, D2, D3, D4, D5) are
connected to the input pin of the relay. The relay provides the output of certain commands

given by the user to turn the appliances ON and OFF.

The application is designed to be connected to the same IP as the Wi-Fi module so that
exchange of signals can take place, the user selects an appropriate command through the
application which sends signals to the NodeMCU through which the signal is forwarded to
the relay, which is programmed to perform certain actions which includes controlling the

appliances, when signals are received.

The mobile application is developed using Android IDE and MIT App Inventor that helps us
to create an interface between the Node MCU and the mobile device. The application has
various options to choose from, the user decides what commands to forward to the
NodeMCU. The Wi-Fi module (NodeMCU) receives signal from the application, when the
user opens the application and can control the appliances from anywhere if he/she is

connected to the internet.
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Using this we created a working model which works efficiently with the help of internet. The

sockets are Switching ON/OFF with the help of the Application as well as with the

commands on Google Assistant. Having such smart Technologies installed at home or at

workplace very drastically reduces the human effort and also have some control on things

like wastage of power. Our project can be beneficial in the long run, as the interface is user

friendly and can be operated by people of any age. Currently the research in the field of IoT

and its implementation will improve the quality of life of human civilization .Today IoT is
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being implemented everywhere like Smart city, smart environment, smart business process,

smart agriculture, security and emergencies , domestic and home automation and health-care.
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Figure 4.1.1: Pages of Mobile Application

Figure 4.1.2: Back-end Work of Each Page of the Android Application in MIT APP Inventor.
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Abstract: Dermis Canker detection is one of the significant image processing approach utilized in finding the Dermis sores,
for example, malignancy and other pigmented sores. Because of the trouble and subjectivity of human understanding,
mechanized examination of dermoscopy pictures has become a significant exploration territory. One of the most significant
strides in dermoscopy picture investigation is the mechanized discovery of sore outskirts. In this paper we propose a novel
approach for fringe recognition of sores in dermoscopy pictures. To begin with, the shading input picture is changed over into a
dim level picture. At that point, the wavelet coefficients of dark level picture are determined. The wavelet coefficients are
adjusted utilizing inclination of each wavelet band and a nonlinear capacity. The upgraded picture is acquired from the
opposite wavelet change of altered coefficients. Morphology administrators are utilized to fragment the picture; lastly the
injury is distinguished by a mechanized calculation. The outcomes show that the proposed technique has a low rate fringe error
in a greater part of Dermis injuries.

Keywords: Discrete Wavelet Transform, Fringe error, Morphology, Dermis Sores, Malignancy

1. Introduction

A crucial difficulty the medical practitioners facing is to identify the frequent cause of deaths due to dermis
diseases not identified at early stages. As indicated by the W.H.O, there are around one million dangerous
malignancy cases and more than sixty thousands demise instances of harmful malignancy iaround the globe every
year [1]. Dermis is the comparatively bigger organ in the human body, which comprises of the 3 principal layers:
Dermis, epidermis, and hypodermis. The Dermis has a significant job in the soma securing about external
influenced parameters, for example, microscopic organisms, heat changes, and presentation to bright radiation
(U.V.R) [2]. U.V.R is one of the well-known grounds that take to dermis malignant growth. These U.V.R beams
are sufficiently amazing to arrive at our slough layer in the dermis and harm the D.N.A which drives at last to
Dermis disease. The postponement from the hour of harm and the malignant growth can be numerous years.

The expression "Dermis disease" refers to three distinct conditions that are recorded underneath in rising
request of mortality:

1.  Basal cell carcinoma (or basal cell carcinoma epithelioma)
2. Squamous cell carcinoma (the principal phase of which is called actinic keratosis)
3. Malignancy.

Malignancy is commonly the genuine type of dermis lymphoma since it will spread in general (metastasize) all
through the body rapidly.

Dermatologists are confronting urgent issues in confirming the threatening malignancy by utilizing
dermoscopy. The determination by utilizing dermis-surface microscopy is not exact and sets aside some effort to
give the last finding. Timely malignancy discovery may expand the likelihood of testing threatening malignancy
up to ninety percentage. In the year 1994, Franz Nachbaur [3] proposed a clinical dermoscopy strategy for
malignancy identification known as abcd rule. This standard was surveyed by a scoring condition for every
assessment technique. The abcd rule works just for melanocytic injuries.

As of late PC frameworks helped practitioners in malignancy recognition. The greater part of the identification
frameworks comprises of five principal steps: picture securing, pre-processing, highlight extraction, arrangement,
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lastly assessment. There are many distributed papers which center principally around the order frameworks to
separate between threatening malignancy and amiable injuries. The article is intended to contemplate the
identification frameworks of malignancy that rely upon one of these component extraction strategies: Discrete
wavelet transforms (dwt), wavelet packet transforms (wpt) and gabor wavelet transform (gwt). Harmful
Lymphoma is hard to be perceived relying just upon vision. There are three principal points in this investigation:
Right off the bat, to consider the past strategies that utilized wt and dwt. Secondly to distinguish harmful
malignancy with amiable nevus dependent on the drawing out of features by utilizing wpt and wavelet entropy
(we) calculation. At the end to decide the best boundary outputs with certain analysis.

2. Related Works

WT has been utilized for picture preparing [13]. Since two decades the modification on the malignancy
recognition frameworks has been studied. In the mid 2000 century, wavelets in malignancy recognition have been
used by researchers from many years. In the accompanying writing, we will talk about the normal and various
strategies for every 5 years.

Hutokshi Sui et al. proposed the method of surface highlight extraction for order of malignancy. The testing
strategy utilizes picture handling methods furthermore, man-made consciousness. Pre-preparing is never really
input dermis pictures and the picture is divided utilizing referencing technique. From the highlighted portion of
picture, few highlights are separated at that point utilizing SVM classifier [6].

M.R.Patil et al, proposed a work on Non-Obtrusive abcd observing of Threatening Malignancy utilizing
Picture Prepared in MATLAB. He proposed two significant components of a non-invasive time span
programmed dermis injury investigation framework for the main location and bar of dermis malignant growth.
The essential portion is a time frame mindful to encourage clients prevent dermis consume brought about day
light. The picture obtaining, hair discovery what's more, rejection, sore division, includes extraction, and
arrangement which is remembered for programmed picture investigation module goes under the subsequent part.
The yield is prudent, and the exactness got for kind hearted, different also, dermis malignant growth is more than
ninety percent [7].

Terrance DeVries et al, proposed a technique for dermis Sore Characterization utilizing profound multi scale
convolutional neural systems. This methodology used an Origin v3 organize pre-prepared on the ImageNet
dataset, which is calibrated for dermis injury order utilizing two distinct sizes of info pictures. It is demonstrated
that, subsequent precision for malignancy order is less than 1 and for Seborrheic Keratosis is near to 1 [8].

Adri'a Romero L'opez, accomplished a job dependent on the issue of programmed dermis sore identification,
especially on malignancy identification, and it is finished by put in semantic division and arrangement from
dermoscopic pictures. Utilizing cutting edge strategies to characterize pictures, the impeccably sectioned pictures
accomplish 76.66% exactness, while the precision improves to 81.33% when utilizing unsegmented pictures. The
affectability is recorded at 84% when utilizing unsegmented pictures and increments to 85.33% when utilizing
entirely divided pictures [9].

E. Nasr-Esfahani et al. introduced a work on Malignancy acknowledgment by investigation of clinical pictures
utilizing Convolutional Neural System. The CNN classifier, which is set up by enormous number of preparing
tests, perceives between malignancy and kind hearted cases. To the extent the exactness of assurance, the
outcomes exhibit that the proposed strategy is predominant in relationship with the cutting-edge strategies [10].

3. Methodology

In this paper a general method of detection of boundary of the lesion is performed. The method involves using
morphology and wavelets to extract proper boundary be resizing the image. In this area, we present the system
embraced in our proposed approach for the division of sores from Dermis within the sight of relics like Dermis
lines, vessels, gel and hairs. The proposed calculation comprises of three phases which incorporates: pre-
preparing stage for picture improvement alongside hair location/inpainting for antique expelling; division of the
injury territory utilizing wavelet-based methodology and afterward at long last post processing stage for
improving division results.

In this work the data set is taken from DERMIS and DERMQUEST webs. More than 50 images were tested
and boundary detection is been successful.
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A. Morphological approaches for images:

A morphological activity is (thoughtfully) characterized by moving a window over the parallel picture to be
adjusted, so that it is inevitably focused over each picture pixel, where a nearby consistent activity is performed.
Opening expels little items from the frontal area (generally taken as the splendid pixels) of a picture, setting them
out of sight, while closing evacuates little gaps in the forefront, changing little islands of foundation into closer
view. These methods can likewise be utilized to discover explicit shapes in a picture.

Understand that morphology in this research is explicitly with regards to dermatology. Morphology in
dermatology is characterized as the general appearance and structure of a specific Dermis sore in any case of its
capacity, etiology or pathophysiology. Morphology can be additionally isolated into essential and auxiliary
morphology. As indicated by, Dermis injuries can be gathered into two classifications, essential and auxiliary
morphologies. Essential morphologies contrast in shading or surface furthermore, are either obtained from birth,
for example, moles or Dermis colorations, or during an individual's lifetime, as for the situation of irresistible
ailments and unfavorably susceptible responses. Optional morphologies then again are injuries that outcome from
essential Dermis sores, either as a characteristic movement or on the other hand because of disturbing the essential
sore. Because of this nature, the morphologies have been found to be essential for classification.

In spite of the tremendous measure of writing examining Dermis sores and morphology, various sources will
in general rundown various arrangements of morphologies. Despite these various postings, the portrayal of every
morphology is reliable among various references, so any of the references can be chosen and used. For this
examination, a subset from the arrangement of morphologies as recorded by [Bic12a] and appeared in Fig. 1 is
being utilized. This subset of morphologies was picked to expand the utilization of the information assembled for
the exploration. [Wel08a] gave the accompanying brief portrayal of the essential morphologies recorded by
[Bic12a]:

e  Bulla-aliquid filled delineated height of Dermis that is over 0.5 cm in distance across

e  Macule - a little level region with shading or surface contrasting from encompassing Dermis

. Nodule - a strong mass in the Dermis that is touched or raised and is, in distance across both width and
profundity, more noteworthy than 0.5 cm

. Papule - a strong rise of Dermis that is under 0.5 cm in distance across

. Patch - a huge level territory with shading or surface varying from encompassing Dermis

. Plaque - a raised region of Dermis without considerable profundity yet is more prominent than 2 cm in
distance across

. Pustule - an apparent aggregation of discharge in Dermis

. Vesicle - a liquid filled delineated height of Dermis that is under 0.5 cm in breadth

e  Wheal - a white raised compressible and blurred region regularly encompassed by a red flare

As the depictions for every morphology show, morphology in the dermatological sense isn't just alluding to
shape yet in addition alluding to visual characteristics, for example, size, shading, surface, and height. Moreover,
since no metric information will be used in this examination, the framework is constrained in segregating between
morphologies. Another restriction is that this examination centers around Dermis injuries that are marked as one
morphology just, though cases wherein a specific Dermis injury can be characterized under numerous
morphologies (for example a maculopapular rash has a place with both macule and papule) are not utilized in this
examination.

B. WAVELETS FOR IMAGE PROCESSING:

Wavelets are a more general way to represent and analyze multiresolution images. Wavelets are very useful for
image compression (e.g., in the JPG-2000 standard) and removing noise. The basic approach to wavelet-based
image processing is given as follows: [14]

i.  Two-dimensional wavelet transform of the given image is calculated using the formula.
ii.  The transform coefficients are adjusted automatically if the criteria are not reached

iii.  Then inverse wavelet transform is computed.

iv. The obtained results are evaluated and compared for efficient disease identification.

The wavelet transform has comparable properties to Fourier transform as a numerical strategy for Dermis
sores examination, the essential contrast between both is that wavelets are restricted in both time and recurrence,
while the standard Fourier transform is just limited in recurrence [14]. At the point when computerized Dermis
sore images are seen or prepared at different goals, the Discrete Wavelet Transform (DWT) is the scientific device
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of decision. Being a productive and exceptionally natural system for the portrayal and capacity of multi-resolution
archive pictures, the DWT gives incredible understanding into a Dermis sores spatial and recurrence quality.

The wavelet transform is essential to give a minimal portrayal of Dermis sores that are constrained in
time and it is extremely useful in depiction of edge and line that are exceptionally restricted.

Mathematically Discrete Wavelet transform denoted by w (j, k) is given as,

w(r,s) = f F)25p@Pp — s)dt )
p

The method is evaluated using a fringe error calculated between transformed image and reconstructed image.
4. Results And Discussion

The proposed method is the combination of morphology and wavelets resulted in good identification of
borders of the lesion region, which will be useful for easy diagnosis for medical practitioners.

Fle Edt View et Took Deskiop Window Help -
Ndde/k ALO9EL- QA 08 a0

acginglimago

single level IDWT final bouncary

Fig. 1 Morphological operations and wavelets for fringe detection of a Dermis lesion of image Th3.jpg with fringe
error 1.19%
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Fig. 2 Morphological operations and wavelets for fringe detection of a Dermis lesion of an image Th5.jpg with
Fringe error 2.003%

The percentage border error is given by

_ Area(AF @ MF)

0,
Area(MF) 100% )

FE, AF, and MF stand for fringe error, Automatic fringe and Manual fringe, respectively. Automatic fringe is
the binary image of the lesion border obtained by the propose method, Manual fringe is the binary image of the
manual border of the lesion, @ is the Exclusive-OR operation that gives the pixels for which the Automatic fringe
and Manual fringe disagree, and Area(l) denotes the number of pixels in the binary image |. The proposed
method is tested on a set of 100 dermoscopy images.
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Fig. 3 Morphological operations and wavelets for fringe detection of a Dermis lesion of an image Th4.jpg with
fringe error 2.34%

Aral bouretary

Fig. 4 Morphological operations and wavelets for fringe detection of a Dermis lesion of an image Th11.jpg with
fringe error 3.1%

5. Conclusion

A new strategy dependent on wavelet transform and morphology is introduced in the current work for sore
fringe identification of dermis sore from dermoscopy pictures. The fringe miscalculation is shown for the pictures
in which hair ventures into the canker. The inconvenience of the introduced technique is that it can't distinguish
more than one sore in a picture. The proposed strategy can be created so as to diminish the fringe mistake of sore
where hairs ventures into the injury and furthermore it could recognize more than one sore in picture.
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Optimisation of Cloud Seeding Criteria m
Using a Suite of Ground-Based e
Instruments

P. Sudhakar, K. Anitha Sheela, and M. Satyanarayana

Abstract All fresh-water, whether on the surface or underground, comes from the
atmosphere in the form of precipitation. Nevertheless, a large volume of water present
in the clouds is never transformed into precipitation on the ground. This has prompted
researchers to explore the possibility of augmenting water supplies by the use of
“cloud seeding” technique to initiate and accelerate the precipitation process. The
seeding technique is expected to provide an increase in precipitation from the cloud
and provide rain almost immediately at the targeted region/ location. This is done by
dispersing suitable substances into the cloud that serve as cloud condensation or ice
nuclei. Although many projects around the world have successfully demonstrated
a considerable increase in precipitation due to seeding, majority of the projects,
however, yielded inconclusive results on precipitation enhancement [1]. The reason
for this inconsistency is that the physical mechanisms of aerosol effects on cloud and
precipitation development are much more complex than anticipated earlier. There
are many ongoing operational cloud seeding programs and the number has been
steadily increasing with time. Despite this, there is still a great need for more inten-
sive FIELD experiments to standardize the cloud seeding technology for increased
reliability and enhancement of precipitation from clouds. The technology of rain
enhancement is based on the science of cloud physics with major linkages reaching

P. Sudhakar ()

Department of ECE, Geethanjali College of Engineering & Technology, Cheeryal (V), Keesara
(M), Hyderabad 501301, India

e-mail: sudhakar.lidar @ gmail.com

K. A. Sheela

Department of ECE, INTUH College of Engineering Hyderabad (Autonomous), Hyderabad
500085, India

e-mail: kanithasheela@ gmail.com

M. Satyanarayana
Ananth Technologies Ltd (ATL), Hyderabad 500081, India

Department of ECE, VNR Vignan Jyothi Institute of Engineering & Technology, Hyderabad
500090, India

M. Satyanarayana
e-mail: drsatyanarayana.malladi @gmail.com

© Springer Nature Singapore Pte Ltd. 2021 373
T. Laxminidhi et al. (eds.), Advances in Communications, Signal Processing, and VLSI,

Lecture Notes in Electrical Engineering 722,

https://doi.org/10.1007/978-981-33-4058-9_33

70


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4058-9_33&domain=pdf
mailto:sudhakar.lidar@gmail.com
mailto:kanithasheela@gmail.com
mailto:drsatyanarayana.malladi@gmail.com
https://doi.org/10.1007/978-981-33-4058-9_33

374 P. Sudhakar et al.

into mesoscale and boundary layer meteorology, weather forecasting, diffusion and
turbulence, physical chemistry, aerosol physics, statistics, and instrumentation [2—4].
In this paper, we present the details of the multi-wavelength dual polarization lidar
being used and the methodology to monitor the various cloud parameters involved
in the precipitation process.

Keywords Cloud seeding - Precipitation - Rain enhancement - Dual polarization
lidar

1 Statement of the Proposed Research and Method
of Implementation

The success of the cloud seeding process can be predicted with confidence if the
processes and the chain of events involved, leading to precipitation are fully under-
stood and monitored in real time. It is proposed to monitor the cloud characteristics
and measure these events in real time to decide on the go/ no go criteria for seeding to
increase the efficacy in inducing and increasing precipitation. One of the important
criteria for the timing of the seeding is the knowledge of microphysical properties
of the clouds in real time when the seeding of the material is done in the clouds. The
direct monitoring of the ice water balance of the clouds will yield valuable informa-
tion on the right conditions for seeding to obtain efficient precipitation. Background
aerosol, water vapor, and other meteorological parameters also play a crucial role
in the precipitation process involved in cloud seeding operations [5]. The main goal
of the proposed work is to precisely measure the physical conditions and chain of
events in precipitation development in real time using a suite of ground-based instru-
ments consisting of cloud radar, polarization diversity and aerosol lidar, automatic
weather station, and other supporting equipment. A series of field experiments are to
be conducted in the real-time conditions of the clouds. From these experiments, the
right conditions of the clouds for seeding will be optimized. From the data obtained on
the optimized seeding conditions, it is proposed to make the cloud seeding technology
as a regular operational and reliable technique for rain enhancement.

2 Objective of the Research

One of the main goals of the proposed research on rain enhancement is to firmly estab-
lish the physical chain of events in precipitation development so that the perturbations
both intentional and inadvertent can be understood and quantified through field exper-
iments. The research addresses the common fundamental understanding of aerosol,
cloud, and precipitation processes that helps progress in other important research
areas including quantitative precipitation forecasting. The research also envisages
fundamental research on seeding materials through experimental investigations [6].
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3 Detailed Methodology

Field experimentations are required for monitoring the nearby aerosols, meterolog-
ical parameters, and cloud chattels in the real-time atmosphere for optimizing the
standards for seeding to enhance the precipitation at the stressed region. Towards this,
it is proposed to conduct a series of cloud seeding experiments in arid and semiarid
regions to establish the optimized conditions of the cloud for seeding. It is proposed
to use also a Multifunctional Dual Polarization Llidar in measurements of the micro-
physical characteristics of clouds, aerosols, and water vapor in the laboratory [7,
8]. The Lidar provides simultaneous measurements on cloud structure, particles,
humidity, temperature, and also, more importantly, the background aerosol system
which plays an important role in cloud formation and precipitation. The formation
of the cloud droplets from the aerosols after seeding depends on many factors of the
seeding material including the chemical composition, number concentration, size
distribution, etc. The meteorology and topography of the location are also important
for seeding operations. As such the following commercially available ground-based
instruments are proposed to be used for real-time monitoring and optimization of
seeding methods.

4 Multi-Wavelength Dual Polarization LIDAR and Cloud
RADAR

e Itis proposed the above for integrated measurements of cloud characteristics and
precipitation process and to measure the Temporal and Spatial variation of size
distribution functions of aerosols, microphysical properties of Clouds and Water
Vapor, the Nd: YAG dual polarization lidar will be used [9].

The system is transportable and can be setup within 24 h at the required location.
It can make the measurements both day and night by having sufficient signal-to-
noise ratio, even in broad daylight conditions.

e The required software for characterizing the aerosols and clouds and measurement
of water vapor with good vertical resolutions in real time is provided as required
for the cloud seeding program.

e The whole equipment will be fitted on a Mobile Platform in a Truck with a facility
to enclose the equipment in an air-conditioned environment along with a Power
Generator facility to carry out the research experiments at different locations.

e [t is proposed to conduct an investigation on the clouds using Multi-wavelength
Dual Polarization Lidar and Cloud Radar (35 GHz/ 95 GHz) during the period of
cloud seeding operations over the targeted areas.

e Measurement of the size and distribution of cloud condensation nuclei (CCN) that
is released artificially after burning the flares, containing Silver iodide/ Dry ice/
Calcium Chloride are carried out.
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e The size distribution can be optimized after different trials of success.
e The occurrence frequency of various clouds will be derived using the Cloud
RADAR data collected during the period of cloud seeding program [10].

5 Integration of Data Obtained by LIDAR and Cloud
RADAR Simultaneously in the Field for Optimization
of Seeding Methods

e The results obtained from the simultaneous observations of both RADAR and
LIDAR can be used to understand the influence of size distribution of aerosols on
the size of the cloud droplets.

e As the Multi-wavelength Dual polarization lidar able to distinguish the type of
aerosol present at different altitudes the data of different types of aerosols present
at different altitudes can be used to understand the influence of the various types
of CCN on the rainfall enhancement process. The results obtained in the entire
observations will be analyzed and the conditions for optimization of cloud seeding
techniques will be arrived.

Automatic Weather Station (AWS)

Standard commercially available AWSs are to be located at different stations in the
target area to obtain real-time information on various meteorological parameters
when the cloud seeding field experiments are conducted

Seeding methodology

It is proposed to use the aircraft and drone platforms to seed the clouds with selected
materials at the appropriate altitude and time. Aircraft seeding is a well established
procedure and is being applied for the purpose in many countries successfully.
Recently, drones are being used with additional advantages successfully for seeding
operations in USA.

It is thought-provoking to recognize that wide-ranging information is accessible
in ancient VEDIC literature on the usage of ‘HOMAM’ for inducing rain at the vital
sites. The method comprises the spreading of various materials into the cloud region
by burning the material in fire ponds, especially setup on the ground. It is proposed to
conduct simultaneously the seeding operations from the ground using this technique
also. This technique is expected to be very expedient and cost-effective for seeding
clouds.
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6

Conclusion

The design details of a dual polarization lidar used for characterizing the microphys-
ical properties of clouds are described. The methodology used in the characterization
of clouds to understand the precipitation processes in cloud seeding techniques is
described in this research article.
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COVID-19 Social Distancing )
with Speech-Enabled Online Market oo
Place for Farmers

D. Mohan, K. Anitha Sheela, and P. Sudhakar

Abstract Corona virus (COVID-19) has been rampant in most countries across the
world, leading to a global crisis, and it has been so dangerous because of its ability to
spread through any medium especially when there is physical contact of any object.
So, this puts many people including the farmers and the customers at a bigger risk
when they sell or buy products physically in a market place. This is a major chal-
lenge to an Indian farmer today to sell the product at the right price at the right time.
Moreover, social distancing is the need of the hour, and hence, it is an even bigger
challenge to monitor the market place to avoid physical contact. Also, many initiatives
by governments, local bodies, and cooperative societies to eliminate the intermedi-
aries are not turning effective due to the non-awareness, non-accessibility, ignorance,
and ease of usage difficulties. Keeping the current pandemic situation in mind and
social distancing being the need of the hour, this paper proposes a speech-enabled
interactive voice response (SEIVR) wherein the farmer and the customer can sell and
buy products online, i.e., without any physical contact. In the current technology era,
online market platforms like Amazon, Flipkart, and Olx are effectively cutting short
these supply-chain overheads by establishing a direct connection between buyer and
seller. Hence, the proposed implementation of a speech-enabled interactive voice
response (SEIVR)-based online market place for farmers which even ensure social
distancing will help to reduce the spread of the virus. The objective of this work is to
build an agriculture-based mobile application with speech-enabled interactive voice
response (SEIVR) based on speech recognition application with the Telugu language
as a case study.

Keywords COVID-19 - Corona virus * Agricultural information system -
Voice-enabled mobile application + Speech recognition + Speech-enabled IVR -
Sphinx + Acoustic model - Language model - Photic dictionary

D. Mohan (X)) - P. Sudhakar
ECM Department, Sreenidhi Institute of Science and Technology, Hyderabad, India
e-mail: mohan.aryan19 @sreenidhi.edu.in

K. A. Sheela - P. Sudhakar
ECE Department, JINTUH College of Engineering, Kukatpally, Hyderabad, India
e-mail: kanithasheela@jntuh.ac.in

© The Editor(s) (if applicable) and The Author(s), under exclusive license 513
to Springer Nature Singapore Pte Ltd. 2021

S. Shakya et al. (eds.), Proceedings of International Conference on Sustainable Expert

Systems, Lecture Notes in Networks and Systems 176,
https://doilorg/lo.1007/978—981—33—4355—973875


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4355-9_38&domain=pdf
mailto:mohan.aryan19@sreenidhi.edu.in
mailto:kanithasheela@jntuh.ac.in
https://doi.org/10.1007/978-981-33-4355-9_38

514 D. Mohan et al.

1 Introduction

COVID-19, a deadly virus, has created a pandemic situation with its widespread
outburst and put the entire world in a crisis. It has been so deadly and severe because
of its ability to spread through any medium especially when there is physical contact
involved. This has pushed us into a situation where social distancing has becoming a
mandatory norm. With social distancing being the need of the hour, it has changed the
way businesses are running especially in the field of agriculture where farmers sell
products physically in a crowded market place. To avoid physical contact, it is imper-
ative to adopt digital technology into the field of agriculture to avoid the spread of the
deadly virus. Keeping the current pandemic situation in mind and social distancing
being the need of the hour, this paper proposes a speech-enabled interactive voice
response (SEIVR) wherein the farmer and the customer can sell and buy products
online, i.e., without any physical contact. In this context, the adoption of information
communication technology-enabled information support systems for supportable
development in the agricultural expansion is very important for developing coun-
tries such as India, where agriculture is still the Indian economy’s most significant
field. Given the country-wide expansion of telephone and mobile networks, with
easy access to smart mobile devices and access mobile data services, initiatives are
now being introduced by both the government and the private sector [1] to develop
and fund smart agriculture-related solutions.

With a similar context, the work is presented on developing a speech-based mobile
application for “Speech-Enabled IVR-Based Online Market Place for Farmers” in
the Telugu language. A robust automatic speech recognition (ASR) engine auto-
matically recognizes voice queries in the form of spoken commodity names in the
Telugu language at runtime, to generate text outputs for commodity variety collection,
product searching, etc.

The application developed serves end-users both in rural and urban areas, espe-
cially those who are not computer literate or find it hard to access the same data
during busy working hours. In reality, the rural end-users of this application include
mostly semi-literate, non-tech savvy farmers, and agro-producing sellers who mainly
earn their livelihood by selling farm-grown products on local markets. In compar-
ison, price knowledge for customers helps smart customers to have equal offers when
purchasing agricultural commodities. This speech-based mobile application is there-
fore unique in its way to encourage both farmers, and consumers through one single
application.

This paper is organized as follows, and Sect. 2 explains the related work of the
existing system; Sect. 3 discusses proposed work and key issues on application
design, and it describes the application overview and architecture. Section 4 deals
with the framework for designing a speech recognition system. Section 5 illustrates
a detailed result analysis and assessment study. Finally, conclusions were made from
the obtained results which are depicted in Sect. 6, and future directions for the
expansion of this work presented in Sect. 7.
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Fig. 1 Available mobile applications in indian agriculture and allied sectors [2]

2 Related Work

Currently available mobile applications in the Indian agriculture sector, the govern-
ment of India, for the benefit of farmers and other stakeholders, has launched
a range of online and mobile-based applications to disseminate information on
agricultural-related activities, free of charge. Theses in the “mkisan.gov.in” Web
site. There are also applications established by agricultural institutions, private sector,
non-governmental organizations.

All these existing applications are menu-driven/touch-tone keypad-based systems,
which is not easily handled by low literacy farmers (Fig. 1).

3 Proposed Work

The proposed work is primarily focused on building the user interface for agricultural-
related technologies to support agriculture activities and conversational systems for
low-literate users. More broadly it implements the speech recognition system, and its
output is evaluated using created speech database by using real-time Google speech
recognition engine as well as on CMU’s sphinx speech recognition engine (Fig. 2).
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Fig. 2 General block diagram of the application

3.1 Key Issues on Application Design

Major issues being discussed and decided during the design of the developed appli-
cation are as follows, and connecting stakeholders are a simple, responsive interface
with an efficiently configured core framework allows for easy use by all stakeholders
(government department, farmer, consumer) and therefore communicating with each
of them equally. Access modality in various access modalities like touch-type-listen,
speak-see, and speak-listen are included in the design to attract literate as well as semi-
literate end-users. User preferences for language, input—output modality, service
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Fig. 3 Technical architecture

type, etc., are recorded while user registration and maintained until the next change.
The content quality design should ensure completeness, reliability, and timeliness
(important for the agriculture domain) of the information to be provided. The core
technology such as application-based colorful user interface is underlying client—
server architecture, and the latest ASR technology in the application core to add
flexibility and ease of access.

3.2 APPLICATION Overview and Architecture with Detailed
Process Flow

3.2.1 Technical Architecture

The overall design of the mobile application depends on three basic components,
namely Android-based user interface software, Web service to which the application
communicates, and An authentic online information source. Figure 3 demonstrates
the entire framework architecture with data flow within the core modules.

3.2.2 Application Flow
When the farmer opens the Application —home screen with a mike button (ready
to supply message), then by one-click—application collects details (product name,

quantity, and price). Next in interactive mode farmer responds to simple questions
in native language (one-word answers). The application processes speech inputs
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]
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Fig. 5 Detailed process flow

from the farmer and creates a classified then publish the classified to the consumer
community. The consumer contacts the farmer and makes a deal (Figs. 4 and 5).

4 Frame Work for Designing Speech Recognition System

CMU’s Sphinx has been primarily used as a proof of concept [3] for our proposed
designed mobile Application, i.e., “Speech-Enabled IVR-Based Online Market Place
for Farmers mobile Application” (Fig. 6).

Stages involved in the design of speech recognition system [4] are:

Stage 1: Preparation of Speech database

Stage 2: Design of the Vocabulary

Stage 3: Design of the Grammar Rule
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Fig. 6 Model generation diagram for speech recognition system

Stage 4: Generation of Acoustic Model

Stage 5: Generation of Language Model.

The acoustic model (AM) and language model (LM) are generated with the help
of a training database using sphinx training tools. The sphinx decoder (Sphinx-3)
performs speech recognition.

4.1 Database Preparation

The agricultural data collection process is for data collection primarily aims to collect
isolated words such as rice, wheat, vegetable names, quantity, and price (Fig. 7).
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Audio Waveform

. argmax p(W|O) = argmax p(O |W) p(W)
W W > :

Acoustic Language
Model Model

Word Sequence

Fig. 7 Mathematical description of speech recognition system [15]

4.1.1 Design of the Vocabulary

Phonemes are important speech sound units for any language. So, to have a Telugu
language phone list is prepared and it should contain all the phonemes of Telugu
varnamala with the help of the Baraha tool [6, 7].

4.1.2 Design of the Grammar Rule

Dictionary is known as the mapping table which maps a word to a sequence of phones.
It is important in performing speech recognition. All the unique words of the training
and testing speech file transcriptions are included in the phonetic dictionary [8, 9].

4.2 Feature Extraction

The process of extracting vocal tract parameters form the speech signal is known as
feature extraction. The main purpose of extraction of the feature is to generate the
sequence of vectors describing the speech signal’s spectral and temporal nature.

Generating AM and LM model during the training, mel frequency cepstral
coefficients (MFCC) are used [10-12].

4.3 Acoustic Model (AM)

The acoustic model can be known as the phoneme model because the output of the
acoustic model is “phone sequence.” The acoustic model gives the likelihood of
various phonemes at different time instant [4, 13, 14].
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4.4 Language Model (LM)

The language model gives the probability of appearing one phone after another phone
[4]. This work language model is generated using the CMU SLM tool kit [13-15].

5 Results

This work has been carried with real-time Google voice search as well as with
CMU’s Sphinx speech recognition system. The testing was carried out on 20 farmers
of which 10 were male farmers and 10 were considered female farmers. The speech
recognition accuracy of the system is measured with the following performance
metrics such as accuracy of recognized words and the rejection rate. The male and
two female speaker’s speech samples were used in the deployed system’s testing. The
way to carry out the speech recognition test is tabulated with few test samples (from
the available speech database consider only a few speech samples for demonstration
purpose).

(a) Accuracy of recognized words is defined as follows:

No. of correctly recognized speech speech samples 100
X

Accuaracy =
Y Total no. of test samples

The experimental results of only a few samples of speech are given below.
They correctly recognized samples are denoted with T (True), and those speech
samples that are not recognized are labeled as F (False). The experimental
results of only a few samples of speech are given below. They correctly recog-
nized samples are denoted with T (True), and those speech samples that are not
recognized are labeled as F (False) (Tables 1 and 2).

(b) Rejection Rate: The error rate of total test samples that are being falsely
recognized is calculated as follows: (Table 3)

No. of correctly recognized speech speech samples

Accuaracy = x 100

Total no. of test samples

The graph of correct acceptance rate (CAR) versus correct rejection rate(CRR)
shows that the word recognition rate is greater than the word rejection rate. The
graph of the CAR CRR shows that the word recognition rate is greater than the word
rejection rate (Fig. 8).
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Table 1 Speech recognition test results

Words | No. of 1 st Speaker | 2nd Speaker | 3rd Speaker | 4th Speaker | Sth Speaker
speech samples
&, Y 1 T T T T T
e |2 T T T T F
Wordl |3 T T F T T
4 T T T T T
5 T T T T T
o0& |1 T T T T T
8S%en |2 T T T T T
Word2 |3 T T T T T
4 T T T F T
5 T T T F T
S0 |1 T T T T T
Srae |2 F T T T F
oden |3 T F F T T
Word3 1 T T T T T
5 F T T T T
Table 2 Correct recognition accuracy
Words 1 st Speaker | 2nd Speaker |3rd Speaker |4th Speaker | 5th Speaker | Average
(%) (%) (%) (%) accuracy
(%)
Beooen | 100 100 100 80 80 92
Wordl
20 100 100 100% 60 100 92
&S’
Word2
Ho06 60 80 100 100 100 88
G JraHen
Word3

5.1 Results Analysis Using CMU’s Sphinx-3

The performance is evaluated with CMU’s Sphinx-3. Speech recognition is carried
out using a speech database of 20 farmers (Table 4).
M = Male; F = Female
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Table 3 Rejection rate

Words 1 st Speaker |2nd Speaker | 3rd Speaker |4th Speaker | 5th Speaker | Average
(%) (%) (%) (%) (%) accuracy

(%)

Besosoen 0 0 20 20 8

Word1

260 &%en 0 0 40 0 8

Word2

Hodd 20 0 0 0 12
G Jraen
Word3

CAR/CRR

Fig. 8 Graph -CAR/CRR versus Words

e

Rate(CRR)

Correct Acceptance Rate(CAR) Vs Correct Rejection

%

4@

w1

W2
words

W3

Table 4 Speech recognition accuracy and rejection rates using CMU’s Sphinx-3 on male and
female speech samples

Training Testing Accuracy of recognized | Rejection rate (%)
words (%)

10M+F) 12M+F) 95 5

10M+F) 7F 90 10

1I0M+F) 8M 97 3
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Table 5 Speech recognition accuracy and rejection rate on male and female speech data

Training Testing Accuracy of recognized | Rejection rate (%)
words (%)

I0M+F) 12M+F) 92 8

10M+F) TF 88 12

10M+F) 8F 95 5

5.2 Results from the Field Study with Real-Time Google
Voice Search

Initially, the farmers are trained on the application for a few minutes, where the
application’s target and the task are demonstrated with the help of a real-time voice
search application are explained. Then, collect the feedback from formers for the
pre- and post-experiment, respectively (Table 5).

Result analysis is carried out in two conditions. One is a studio environment like
no-noise condition, and the other one is in real-time where noise occurred. The speech
recognition accuracy is higher for male speakers, and normally, it is lower for female
speakers. The error rate is higher for women than for men. This could be because
the pitch frequency is usually higher for female speakers and separating formant and
pitch from female speakers’ speech is a very difficult task.

The results of the collected data are shown in Tables. This work is carried out on the
same speech data set for both the methods, and from observations of the assessment,
results of the accuracies are somewhat higher and rejection rates are lower for CMU’s
Sphinx as it is a non-real-time setup and another one is the real-time environment,
which is to be expected.

6 Conclusion

In this research work, an application is developed with the Telugu speech recognition
module for the online market place for farmers. The application allows farmers to
sell their products with a voice search system which even ensures social distancing
will help to reduce the spread of the virus. Test results show more than 90 percent
accuracies for both real-time and non-real-time scenario. Investigation results display
that this application performs well for isolated word queries even in noisy field
conditions.
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7

Future Scope

This research can be expanded to process continuous word voice queries so that
applications of live voice chat related to agriculture such as soil preparation and crop
advisory can be built in a similar line as well.

Acknowledgements This is the collaborative research work of INTUH and SNIST and funded by
JNTUH under the scheme of “Collaborative research project under TEQIP-IIL.”
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ABSTRACT

IEEE Decimal floating point format play an important role in many financial, tax, account, commercial
and internet based applications for which binary floating point format is not suitable. IEEE Standards
Association approved a revision to the IEEE 754-1995 format to IEEE 754-2008 which includes
specifications for DFP formats and operations. This paper broadens our past work on floating point
multiplier utilizing proficient vinculum multipliers for mantissa multiplication and vinculum adders for
adding exponents.

Keywords: Signed Digit; floating point multiplier; Urdhav Triyagbhyam,; VBCD multipliers.
1. INTRODUCTION

Designing of hardware units for decimal arithmetic is a growing interest among researchers to achieve
better latency and throughput for highly complex, accurate fast computation required in business and
commercial applications. The basic binary number system can be used for decimal arithmetic
operations but it requires conversions at both ends. These conversions will take significant amount of
processing time which increase delay. Binary and Decimal number system supports integer and
fractional parts in numbers and the system which uses fractional numbers may result in lack of
accuracy which in turn has a greater negative impact on commercial, financial and tax applications.
To solve these problems, interest in hardware design of decimal arithmetic is growing. This has led to
the incorporation of specifications of decimal arithmetic in the IEEE-754 2008 standard for floating-
point arithmetic [1]. With high performance and low resource usage it is expected to facilitate the
implementation of business applications [2,3]. In DFP formats, multipliers play an important role in
multiplication of mantissas. Among all arithmetic operations, multiplication is a complex operation. To
speed up this operation, different methods were explained in the literature: Mixed Binary and BCD
Approach [4], Multiplication via Carry Save Addition [5], Efficient Partial Product Generation [6], using
Radix-10 multipliers [7,8,9], Parallel Decimal Multipliers [10,11,12,13], Compressor Trees for partial
product reduction [14], Multi operand Decimal Adders [15,16], Redundant BCD and Signed Digit
Adders [17,18], High performance Vedic decimal multiplier using binary to BCD converter [19],
Vinculum BCD Multiplier (VBCD multiplier) [20,21]. In our earlier approach in [20], we had proposed a
vinculum BCD multiplier based on Ten’s complement method [22,23]. There also we used vertical
cross wire method to generate partial products but the generated partial products were checked for
+ve or —ve and if it is —ve, it was passed through Ten’s complemented circuit and those products were
given to the adder circuit.

In this paper floating point multiplication using vinculum multiplier is proposed. The number system we
used is vinculum number system {-4, 5} in which —ve numbers are represented in two’s complement
form [24]. In this method mantissas are multiplied using vinculum multipliers and exponents are added
using vinculum adders and simple xor gate is used to identify sign bit of the resultant floating point
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multiplier. Terms like NaN (Not a Number), overflow, underflow, and normalization were explained
with the help of examples and simulation results were shown for various inputs.

The outline of the paper is organized as follows. In Section 2, review of decimal multiplication, vertical
and cross wire method used in generation of partial products were discussed. In section 3 is focused
on Vinculum binary coded multipliers and in section 4 Floating point multiplier is discussed along with
Results, Conclusions and Future scope in section 5.

2. REVIEW OF BCD REPRESENTATIONS AND DECIMAL MULTIPLICATION

Vazquez and E. Antelo implemented a BCD multiplier using a recoding technique [7]. Signed-Digit
(SD) Radix5 was employed to recode one of the input operands of the multiplier for the generation of
the partial products. 6-Input LUTs and fast carry chains in Xilinx FPGAs were used to generate the
building blocks and the decimal adders. Another SD-based decimal multiplier approach was proposed
in [18]. The recoding was based on SD Radix10. BCD4221, 5211 and 5421 converters were used for
the partial product generation. BCD4221-based compressors and adders were utilized in this
approach. Although the BCD4221-based operations are similar to binary operation, the recoding and
the different code conversions still lead to delay and resource cost.

1) SD Radix10 Recoding and Decimal multiplier based on BCD-4221/5221. In this method
author assumed both multiplier and multiplicand to be unsigned BCD decimal integers of n
digits each. The product P = x * y is a non redundant BCD format with 2n digits. They used
BCD4221/5211 in recoding [13].

2) Redundant BCD Representation and Decimal Partial Product Generation and Reduction:

In this method author used the same BCD 4221 and BCD5211 encodings to reduce partial
product reduction [12,13]. It is passed through a pre-computed correction, binary CSA tree
structure, decimal sum correction blocks and 3:2 compressors to get final BCD 8421
corrected sum with 2d digits [14,15].

3) Decimal Multiplier using Hybrid BCD codes: In this design author uses various types of BCD
codes like 4221, 5211, ODDS, XS-3 and XS-6 codes [13] in which binary partial product
reduction trees are non-fixed size.

The above method uses the weighted codes where conversions are required from one code to other
code.

2.1 Vertical and Cross Wire Method (Urdhav Triyagbhyam)

It is an ancient method which is very simple and suitable for both binary and decimal number systems.
It follows the principle of divide and conquer method where large module is divided into small modules
of regular structures [20, 21]. This feature became an advantage in designing VLSI architectures. This
method is very efficient for high speed applications [22]. Fig. 1 shows an example of two digit
multiplication using Urdhav Triyagbhyam method.

3. Binary Coded Vinculum Multiplier

Multiplication mainly consists of three stages: the generation of partial products, the fast addition
(reduction) of partial products and the final carry propagate addition.

3.1. Vinculum Number Representation

It's a Vedic mathematics of representing numbers. It allows only the digits from O to 5 either in +ve

form or in —ve form. The higher order numbers from 6 to 9 must be converted into its equivalent
numbers. In our method we selected the two’s complement re_presentation to denote —ve numbers.

Instead of 6,7,8,9 the equivalent less complex digits 4,3. 2.1 are included in the set of vinculum
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numbers. Therefore the new vinculum number system is { 0, 1, 2, 3, 4, 5,4,}. These digits are
represented in binary using 4 bits each [24].

3.2 Generation of Partial Products

Single digit VBCD multiplier is developed using LUT where all partial products are saved in memory
as shown in Fig. 2. The maximum value of the partial product generated by single digit is +25 (5 x 5)
and in BCD the maximum value generated is 81 (9 x 9). Very less combinations are available in
proposed number system method which is simple and faster. This forms the basic multiplier for all
other higher multipliers.

34%5 2=1412

3. A 1 3 1 3
XL X ]
5 2 2 5 2 5

Stepl: 1x2 =02

Step2 &3: 3x2+1x5+0=11
Step4=3x5=15+1 =14
Result: 1412

Fig. 1. Two digit multiplication using vertical cross wire method

lofif2]3fafls]a[3]2][1]
=ys

| One digit Multiplier (y3y2 y1 y0) |

0 s| [oJoJoToJoJoJoTo

1] |=| il sTalsla 32 E
2 2| [ol2]4 e lizliofre[ia[a |2 5
3 g| [olshehirTelisiofiirgds 3
4 3| [o[afiz] iz aa [ 2024l 2’| ofa &
5 1 £[Po[5]10] 15 [ 20] 252 0|5 [T 0[5 [=) £
y 2| Tolelrdr 2o 2oloa [12]7 2 4 g
3 B o[z [ravafro sz 13 &
2 | (ol Ta {4l evolr 2[4 a2 3
vl 2] [olrl2 s ladlsTals]alt

Fig. 2. One digit VBCD multiplier
3.3 Two and Four Digit VBCD Multiplier Architecture

Fig. 3 shows an example of 2 digit Vedic multiplier with the pictorial representation of addition of
partial products along with their intermediate sum and carry bits of various levels to get their final
product using VBCD parallel Adders [26]. Fig. 5 shows the basic 2 x 2 digit Vedic multiplier. Multiplier
and Multiplicand are the two inputs to the system which produces four partial products. These four
partial products are passed through parallel VBCD adder [26] for addition. The output of the adder is
nothing but Final Result. The addition process is explained in next paragraph.
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3.4 Example for 4 Digit Vedic BCD Multiplier

The above figure shows an example of 4 digit BCD multiplication using vertical cross wire method
only by divide and conquer method. In this each digit is sub- divided into 2 digits and multiplication is
performed as shown in above figure.

Fig. 7 shows the pictorial representation of addition of partial products their intermediate sum and
carry bits of various levels to get their final product.

Partif1l 2 0 2 O o||le @ ® PP’ s
ProducH x l’ ’ ol l® Partial @ Sum
x Products © Carry’ s
@ rinal Product
Parallel VBCD Adders Level 1
used for addition
. . o
vel 2
‘ . @ @ Final Product

Fig. 3. Addition of partial products using VBCD parallel adders

33X 5.2
2 digit multiplicand 2 digit multiplier
W Vi
One digit VBCD One digit VBCD
ipli multiplier

1'%x5=05" 1x2° =02

One digit VBCD

One digit V|

BCD
muitiplier
3Ix5= r 5;

lier

multi]

2'x3=06"

| 2 digit Parallel VBCD Adder |
" [
3 I 2 digit Parallel VBCD Adder I
0
I 2 digit Parallel VBCD Adder I |
carrybit

1 —0

I 2 digit Parallel VBCD Adder I
J{l
0

Final Product: 141’2

4

Fig. 4. Two digit Vedic BCD multiplier

3 4 1 4 = 4 2 2 1= 111" 31" 13 4
3 4| [1a]
4 2 | [ 201 |
Addition of partial products
ppl = 1 4 %= 2 =0 3 3 4 X X X X 0 3 3 4
pp2 = 1 4 % 4 g =0 4 1" & X X 0 4 . 18 X
pp3 = 34 % 2 1= 05 1 4 X x 0 5 1 4 % X
ppd = 34 =4 2 = 1 1 1% 2 1 1 1 2 X X % X
Final Product | 1 1 3 1% i & |

Fig. 5. Example for 4 digit multiplication
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el 1

=

Orrs
Partial 1 1172033 4 @ 000 O
Products x x 0412 x x T |§| m @H OCarry' s
x x 0514 x x ‘ @ Final Product
(o)

1

00000
000 00 Iiwg)?2
00000000

Fig. 6. Addition of partial products using parallel adder

It was observed that as the number of digits increases BCD adders increases but the number of levels
or stages remains same because it generates only four partial products always.

3.4.1 Four digit VBCD multiplier architecture
Fig. 7 illustrates 4 x 4 multiplication using 2 x 2 digit Vedic multiplier (divide and conquer approach).
Using this approach we will get only four partial product rows at any time there by addition becomes

simple and faster. Four digit VBCD adders are used to add partial products and the output of the
adder structure becomes Final product of 8 digits (32 bits).

B3 B2 B1 BO

l (4 digits)

A3 A2 Al AD
( 4 digits)

multiplicand

multiplier

B3 B:J, A3 A2 B1 B Jﬁa A2 3 BZ\[;\l A0 B1B( J, Al AD
2 digit VBCD 2 digit VBCD 2 digit VBCD 2 digit VBCD
Multiplier Multiplier Multiplier Multiplier
PP 3[3:0] PP 2[3:0] PP 1[3:0] _ PPO[3:0]
PP 1[3:2] P 1[1:0] LEE'M‘L
PP 2[3:2]
f 2 digit VBCD Adder
2 digit VBCD Adder
= P 2[1:0] PR
P30l jum 2 digit VBCD Adder |
| 2 digit vBcp Adder [ L
\FPIS:a] FP(3:2] FP[1:0]

FP[7:6]
Fig. 7. Four digit VBCD multiplier
3.5 Adder Structures for Adding Partial Products
Efficient adders were designed to add partial products for high performance and less delay. Literature
gives various adder structures like simple simple Ripple carry adder, CLA, Carry Save Adders etc to
complex prefix adder structures like Kogge stone, Brent kung adders etc, compressor logics (3:2 to

7:2 compressors), parallel Adders, Multi operand adders. Our proposed method uses 3 different
methods to add partial products.
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3.5.1 First method (VBCD Parallel Adder)

In this method we used signed parallel adders to add partial products. The input to the adder may be
+ve or —ve numbers which produces a valid vinculum sum. The advantage of signed digit adders are
carry depends only on i-1th stage for ith bit addition as shown in Fig. 9 which means only one bit
delay exists. This concept was explained more clearly in refs [25, 26] and Fig. 10 shows an N-digit
parallel adder in which i + 1 stage depends only on i stage output.

3.5.2 Second method (Multi Operand VBCD Adders)

It uses Multi-operand signed digit adders to add partial products. Minimum depth of the adder is two
which means we require two operands to add also known as parallel adder and maximum we went up
to 8 operands as shown in Fig. 11 and Fig. 12 with 4, 8, 16, 32 bit operands. 4 x 4 digit multiplier uses
4 rows with 7 columns. The maximum depth for 4 digit multiplier is 5 along with previous carry bit. So
we used 5:2 multi operand adder with 5 inputs and two outputs sum and carry. We observed that
delay is reduced when compared to first method. Fig. 13 explains addition of partial products using
multioperand adder concept for the example which is shown in Fig. 6.

A JBi

ith Digit 4 bit binary Adder

Ci Zi
Correction circuit
—_Pi-1
. Ni ” Yi i
lY|+l Pi Ni-1
Next stage Yi-Pi-1.Ni-1

b s |

Fig. 8. Decimal adder at i digit

Si

I i i i
! me J/nh-z i ‘J/BHI J/A”l i Al
i i
I [} i o
[ abweca ]! [ aviemca | 1 L30RBCA
i I
: , s il . : Ci
| Ci+2 Zi+2 : Ci+l 741 : 7i
I ] I

; T [ v e ! I Correction circuit I
:'I Correction circuit I:I Correction circuit I:

Pi+n
Ni+n

| abitca |

J§i+1

Si

Fig. 9. N-digit parallel adder
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Hi Gi Di Ci Bi Ai
44{
One Digit
D ADDER,
GHSum EFSum P:j CDSum
y cout W W
One Digit VBCD Adder | OneDlgltVBCDAdd_l
T"‘“ Sum1 Sum2
cput

One Digit VBCD Adder

AT

Pcout Sum Ncout

Fig. 10. Multi operand adder
4. FLOATING POINT MULTIPLIER

IEEE 754-2008 format Single Precision Format

+—r 4 > 4 »
1bit 8 bits 23 bits

Sign bit Exponent(E) Fraction(F)

31 30 23 22 0

Fig. 11. Single precision decimal floating point format

The above format consists of three fields namely Sign field of 1bit which gives information of +ve or —
ve and 8 bits of Exponent field where the maximum range of numbers that can perform arithmetic
operation can be in the range of +105° and - 1044 23 bits of Fractional field. The maximum Value of

fractional parts then we can call it as Floating Point Adder if we subtract fractional parts then its
equivalent to Floating point Subtractor and if we multiply two fractional parts it's called Floating point
Multiplier. Using this format we can perform any arithmetic operation like Addition, subtraction,
multiplication and Division. In this chapter we concentrated more on Floating point Decimal multipliers
and the same is compared with the conventional decimal floating point multipliers. As a part of this
chapter we also discussed about Floating point Adders and subtractors.

Sign Field: The most significant bit of the format is used as sign bit and if it is logic high ‘1’ it indicates
the number is —ve and if it is logic ‘0’ it gives +ve number. By passing the sign bit of two numbers to
xor gate we can find out the resultant as +ve or —ve number.

Exponent field: 8 bits are reserved under this field which indicates that if both numbers are either +ve
or —ve Exponents must be added and if both are different exponents are subtracted.

Fraction field: 23 bits are reserved under this field where actual operation of numbers are either added
or subtracted or multiplied. Multipliers are most important unit in any processor and consume lot of
delay in getting its output. Lot of research is taking point in reducing delay. For this various concepts
like Fast Adders, Parallel Adders, Booth Algorithm, Vedic Algorithm and many more exists in
literature. In the proposed Floating point Multiplier we used Signed Digit multiplier for multiplying
fractional part.
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¢ maximum value of mantissa that can accommodate 6 digit number m=555555 and minimum
value of mantissa than can accommodate with 6 digitis 544444

e Exponent: In IEEE format 8 bits are reserved for exponent and the min and max values of
exponent are 44 and 5 5.

¢ Hence the maximum floating point number in vinculum number system is 555555x10%° and

Not a Number (NaN): when any one of the input is zero output is zero and is termed as Not a
Number

e Example:

A= 0_0000_0000_000_0000_0000_0000_0000_0001;

B=0_0000_0010_000_0000_0000_0011_0010_0001;

Final Product = 0_0000_0101_0000_0000_0000_0000_0000_0000
Under flow: Under flow occurs when the result enters into out of range.

Example: a= 333x10%** and b=333x10%*

Product= 111 111 x10 13# (1 indicates underflow)
a=0_1100_1100_000_0000_0000_0011_0011_0011;
b=0_1100_1100_000_0000_0000_0011_0011_0011;

Final Product: 0_0001_0010_001_0001_0001_1111_1111_1111;

Overflow: Overflow occurs when the result exceeds the maximum value or range. It is indicated by
overflow flag.

Example: a= 333x10>° and b=333x10>°

Product= 111 111 x10""°(1 indicates over flow)

a=0_0101_0101_000_0000_0000_0011_0011_0011;
b=0_0101_0101_000_0000_0000_0011_0011_0011;

Final Product: 0_0001_0000_001_0001_0001_1111_1111_1111;

Normalization can be defined as non zero digit in most significant digit.mul_out is before normalization
and shft_data is after normalization.

1 bit 8 bits 23 bits 1 bit 8 bits 23 bits

|Sign| Exponen‘t| Mantissa | | Sign| Exponent Mantissa

L Multiplier

Signbit{1}| Exponent{8bits) | Mantissa{23 bits)

Fig: Floating point Architecture

Table 1. Decimal Floating Point Multiplier delay and area report

DFP Format Vinculum DFP
Delay(ns) Cellusage
Single Precision 16.03 882
Double Precision 28.402 7060
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Simulation results of Floating point multiplier is shown in Table 1.

The decimal floating point multiplier design is described at gate level in verilog HDL, simulated and
synthesized by Xilinx 14.2i simulator tool.

5. CONCLUSION AND FUTURE SCOPE

In this paper we implemented floating point multiplier using Vinculum binary coded number systems
in which we used VBC adders and multipliers for designing. In future we can design VBC Artihmetic
unit, Division algorithms, MAC architectures and Fused multiply and Add units.
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ABSTRACT

Rapid increase in Urbanisation and Globalisation has led to an upsurge in the levels
of solid waste production. The 21* century has notarised increased levels of garbage
which not only degrades the environment but has severe implications at the societal
level like deterioration of health of both human and animals in and around. Hence, it is
the need of the hour to take time and build an efficient, effective and a well-organised
mechanism to detect, monitor and manage the waste production. The traditional
approach to waste management as we witness is time-consuming, cumbersome and
heavily dependent on human effort which is not in sync with the updating technology.
Smart Cities equipped with Smart Garbage Monitoring Systems can be one of the
potential solutions to overcome these issues. A Smart City is assimilation of several
integrated Internet of Things (loT) Subsystems, of which Smart Garbage Monitoring
System is one. One of the main applications is to eliminate the problems posed by the
solid waste by designing a smart garbage monitoring system. The aim of this project is
to design a cost-effective system which optimises waste collection and reduces fuel
consumption thereby mitigating the cost requirement considerably. The system monitors
the bin levels and informs the same via a web-page. This in turn conveys the information
to the garbage collectors. Results thus produced verify accurate real time monitoring
of garbage levels.
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1. INTRODUCTION

Overflowing garbage bins have been a major cause of concern for residents in developing
countries. With increase in population, the state of cleanliness with respect to garbage
management is degrading tremendously. With the already prevailing diseases, the open
containers are proving to be a breeding place for germs and insects. Traditionally,
municipalities operate on weekly routes to pick up trash on designated days, regardless of
whether the containers are full or not.

This paper aims to optimise waste collection and reduce fuel consumption. The project
makes use of an Arduino UNO micro-controller (ATmega 328P), GSM Module (SIM 900A),
Ultrasonic Sensor, Temperature and Humidity Sensor, RFID Reader and Tags. The sensors are
interfaced to the micro-controller. The ultrasonic sensor placed over the bin detects the garbage
level of the bin and compares with the threshold limit. The information so obtained is sent to
the webpage via a cellular network which displays the garbage, temperature and humidity
levels. The vehicle owner has to flash his RFID card so that who, when and at what time garbage
bin was emptied is known. It will help to curb laziness of the municipality’s garbage collectors.
The system designed is cost-efficient and compact. This makes the system portable and easily
adaptable for the current needs.

This paper automates the waste management effectively. IoT refers to communication
paradigm in which a network of connected physical devices communicate and exchange
information or data among themselves without human intervention. IoT has revolutionized the
current networking systems. Internet of Things provides an infrastructure for all the
information, gathered by various sensors when they are connected to a microcontroller. Both
manufactures and consumers have benefitted from the advancement in IoT. It has helped in
providing value added services thereby enhancing the product life cycle.

Essentially, this paper is about collecting the most amounts of materials in the least amount
of time to reduce costs and emissions along the way. Additionally, this paper is supposed to
work with any type of container and any type of waste, including mixed materials, paper, glass,
metals and fluids.

2. REQUIRED TOOLS

2.1 Hardware Required

Arduino Uno (ATmega 328P): The Arduino Unois an opensource microcontroller
board based on the Microchip ATmega328P microcontroller. The board is equipped with sets
of digital and analog input/output (I/O) pins that may be interfaced to various expansion
boards (shields) and other circuits. The board has 14 digital /O pins (six capable
of PWM output), 6 analog I/O pins, and is programmable with the Arduino IDE (Integrated
Development Environment), via a type B USB cable. It can be powered by the USB cable or
by an external 9-volt battery, though it accepts voltages between 7 and 20 volts.

http://iaeme.com/Home/journal/IJARET @ editor@iaeme.com
0



Design of Smart Garbage Monitoring System

Ultrasonic Sensor: The Ultrasonic Sensor is used to measure the distance with high
accuracy and stable readings. It can measure distance from 2cm to 400cm or from 1 inch to 13
feet. It emits an ultrasound wave at the frequency of 40KHz in the air and if the object will
come in its way then it will bounce back to the sensor. By using that time which it takes to strike
the object and comes back, you can calculate the distance.

Distance can be measured by equation: Distance = (Time * sound speed) /2.

Temperature and Humidity Sensor: DHT11 is a Humidity and Temperature Sensor,
which generates calibrated digital output. DHT11 can be interface with any microcontroller like
Arduino, Raspberry Pi, etc. and get instantaneous results. DHT11 is a low-cost humidity and
temperature sensor which provides high reliability and long-term stability.

It uses a capacitive humidity sensor and a thermistor to measure the surrounding air, and
outputs a digital signal on the data pin.

RFID Reader Module: The RC522is a 13.56MHz RFID module that is based on
the MFRC522 controller from NXP semiconductors. The module can support 12C, SPI and
UART and normally is shipped with a RFID card and key fob. It is commonly used in
attendance systems and other person/object identification applications.

GSM Module: The SIM900A is a readily available GSM/GPRS module, used in many
mobile phones and PDA. The module can also be used for developing IOT (Internet of Things)
and Embedded Applications. SIM900A is a dual-band GSM/GPRS engine that works on
frequencies EGSM 900MHz and DCS 1800MHz. SIM900A features GPRS multi-slot class 10/
class 8 (optional) and supports the GPRS coding schemes CS-1, CS-2, CS-3 and CS-4.

2.2 Software Required

Arduino IDE: The Arduino Integrated Development Environment (IDE) is a cross platform
application (for Windows, MAC OS, LINUX) that is written in functions from C and C++. It
is used to write and upload programs to Arduino compatible boards, but also, with the help of
third-party cores, other vendor development boards.

The source code for the IDE is released under the GNU General Public License, version2.
The Arduino IDE supports the languages C and C++ using special rules of code structuring.
The Arduino IDE supplies a software library from the Wiring project, which provides many
common input and output procedures. User-written code only requires two basic functions, for
starting the sketch and the main program loop, that are compiled and linked with a program
stub main() into an executable cyclic executive program with the GNU toolchain, also included
with the IDE distribution. The Arduino IDE employs the program avrdude to convert the
executable code into a text file in hexadecimal encoding that is loaded into the Arduino board
by a loader program in the board's firmware. By default, avrdude is used as the uploading tool
to flash the user code onto official Arduino boards.

Adafruit.io is a cloud service. Adafruit IO is a platform designed to display, respond, and
interact with designed unit data. It also keeps data private (data feeds are private by default)
and secure.
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4. OPERATING PROCEDURE

Ultrasonic Sensor will shoot sonar waves to know how much trash is inside the container.

.DHT11 The temperature and humidity sensor’s readings will be helpful to account for any
activity (fungal, bacterial etc.) taking place inside the container

Data collected from the sensors are sent over a cellular network for analysis and displayed
on Adafruit web platform.

A list of containers to be collected is then sent to workers/drivers to plan an efficient route.

The worker has to flash his RFID card so that who, when and at what time garbage bin were
emptied will be known.
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6. CONCLUSION

We can monitor the garbage bins and notify about the level of garbage collected in the garbage
bins. It also measures decomposition levels of garbage which helps to overcome the breeding
grounds of flies and mosquitoes. The information will be sent to the municipal authorities as a
preventive measure. It helps in keeping our Environment clean & green. This paper helps to
optimise waste collection and reduce fuel consumption with low cost and less effort.

Figure 3
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ABSTRACT

Age is a factor which determines the changes that take place in a human body both
physically and mentally. As the age increases, the features of human changes
accordingly. That changes can be either for a period or entire life. Suppose the height
of human, generally, increases up to a certain age of 18-21 and stopschanging later.
So, age cannot be determined by the height. But few features like theelasticity of skin,
hair nature, skin texture, etc., changes throughout the life. Age progression can be used
extensively in several applications.

Age progression can be used to show the likely current appearance of a missing
person from a photograph many years old. For example, it is widely used as a forensics
tool by the law enforcement. In some cases, age and appropriate face image plays a
crucial role. Suppose there's a criminal committing crime beencaught when he was 20
and subjected to an imprisonment. When he was 60, he was caught again committing
crimes. In this scenario if the police suspected him to be behind certain crimes in the
past 40 years and wanted to verify, then they will need pictures of the criminal at 30
years of age 40 years of age and so on.

This project will solve such issues by generating expected images of criminal at
required age. Using the concepts of node points and triangulation, we morph the image
and change the age in both the directions. The inputs to be taken are two images at

different ages and output will be a video showing the transitions in age bymoving the
shape and color blending sliders in the MATLAB

Key words: Age progression, Forensics, Node points, Triangulation, Morph, Blending
sliders
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1. INTRODUCTION

Quite often we want to see how our appearance has changed from a baby up to now all through
the ages. More interestingly, as we reach old age, we're wondering how our face would regress.
Children to adults and adults to old age are the two main age progression types. It is alsopossible
to combine the two categories as a child will become an adult and then proceed to growolder.

There are films in motion pictures in which children become adults. The opposite age
progression process is called as age regression, showing how a person becomes younger. The
project takes advantage of several techniques from Computational Photography.

First, image morphing, the project's main contribution, is outlined throughout the project
to demonstrate morphing technique. Second, multiple image processing methods can be used to
align images input, acquirepoints of features, and build a interactive UI application. Third, a
significant contribution to the project is also facial recognition. While implementing the method
of face detection is beyond the scope of this project, it is possible to obtain the results of the
method by manually clicking the corresponding facial points. Age progression can be
accomplished using image morphing, a popular algorithm used in digitalimage processing.
While the output image may not be as realistic as the original, it can serve as agood
approximation of the progression of age. In addition, image morphing includes multiple
parameters that enable users to control the output image appearance. Finally, we wanted to
create an application which takes either two or three input photographs of a person at different
ages, possibly one at a old age, young and the other when the person is a child. By taking these
images at same angle and manually plotting facial pointswe can show the age progression of
the person at the given age frame.

2. REQUIRED SOFTWARE TOOLS
PC Installed with MATLAB software

3. PROPOSED METHODS

The process starts with identifying suitable images to morph. The block diagram and detailed
explanation is given below

RESIZING TO

READING IMPUT COMNVERTING INTD IDEMTIFYING
IMAGES I —— GRAYSCALE — SAME PIXEL ——+  FEATURE POINTS
VALUE
) - - - CALCULATED DELAUNAY
CROSE DISSOLVING | WHRLPPING WEIGHTED le—— | TRANGULATION
AVERAGE
PARAMETER
TUNING
Figure 1
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3.1 Choosing Input Images

Application needs three images to perform morphing. The maximum deviation in angle
between images should be less than 15 degrees. If it is more than that the morphing will not
work as expected. Images are read in matlab by using imread command and stored into a
variable.

|
Figure 2

3.2 Converting into Gray Scale

RGB images cannot be processed easily in morphing tools because of complex matrix
formation. Processing complicated values is a time-taking and not reliable.

Figure 3

3.3 Resizing Images

To perform perfect morphing, images should be of same pixel size and same quality. Unless
quality and size are same, performing morphing is not an easy task. So all this images are
converted to 256 x 256 pixel size.

http://iaeme.com/Home/journal/IJARET @ editor@iaeme.com
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Figure 4

3.4 Plotting Feature Points

Feature points are the points on an image which describes the change in pixel value. In a face
the feature points should cover the entire face and a part of their off face features. These feature
points acts as vertices in the upcoming steps.

3.5 Identifying Feature Points and Storing Feature Points

Figure 5

Feature points are stored in excel sheet for easy and smooth transmission of flow. It is copied
from output console to an excel sheet. From fileread command in MATLAB, the points are
collected back to MATLAB to proceed to nextsteps.

4. DELAUNAY TRIANGULATION

A triangulation of a set of points P in 2D is a set of triangles T whose:
e Vertices are collectively P
e Union is the convex hull of P
e Interiors do not intersect each other

http://iaeme.com/Home/journal/IJARET 586 editor@iaeme.com
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The Delaunay triangulation for a set of points P, in 2D is the triangulation DT(P) of P such
thatno point falls in the interior of the circumcircle of any triangle (the circle that passes through
allthree of its points) in DT(P).

5. RESULT
5.1 Input

Figure 7
5.2 Output

A GUI interface has been developed where three images of a person at different stages of life
is given as input. This project shows the change of features in a persons face over the course
time. This is doneby tuning the shape blending and colour bending parameters.

P F*
i | U
Sate Dok
[

Figure 8
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6. CONCLUSION

Give a person portrait picture, we developed an interactive application showing how the person
changes from a baby face into an elder face. Even though the realistic facial appearanceof this
application is limited, the output images reflect the change in facial structure, features as well
as texture. We hope to study more about using computer vision and image processing for this
field in the future. As for the project, we pleased with the results while have fun playing with
the application on different faces. This technique of image morphing is widely used and can be
used in motion pictures or cinemaindustry. This can be extended using computer vision
application and it can be developed as a mobile application as a fun or recreational application.
Despite the explosive growth of morphing in recent years, the subject of morphing among
multiple images has been neglected. So, morphing among multiple images can be performed in
future
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ABSTRACT

The proliferation of online shopping has introduced a number of problems for the
customer not present in what we might call the traditional shopping experience. One of
the big new problems is how to handle the receiving of a parcel when not at home. A
common practice by couriers is to leave a message indicating their failed attempt to
deliver your package due to door lock or leave it in the care of the local neighbors (or
not so local) post office. This then introduces a new problem of finding the time to collect
your package from a place which is only open during the hours which most people work.
What is needed is a way to receive a package at home even when no one is there. This
would mean providing a secure location in which the package can be stored until
someone gets home to collect it.

In our modern busy lifestyles, we are often not having enough time to respond to
our routine activities like — answering a person at the door or collecting a door delivery.
To handle such situations we propose a solution by automating the parcel collection
unit. This system presents a low cost, less time-consuming, safe and effective
implementation of Smart Box System through the wireless sensor networks. A special
device, called a hardware kit is realized and designed for this purpose. When the parcel
is placed inside the box, it is sensed through the optical (IR) sensors and the door will
be automatically closed and simultaneously a message will be sent to the android device
that the parcel is put in the smart box. In addition, a vibration sensor is also placed in
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the smart box to identify and inform the android device when any one tries to take away
the smart box.

Keywords: Internet of Things, barcode, online shopping, unavailability of customer,
IoT based parcel collection, home automation, Smart Sensor Box
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1. INTRODUCTION

The basic idea is to introduce technology into our lives for monitoring issues which demand
our personal presence. By doing so we aim at providing a reliable and user friendly solution to
problems incurred during online shopping. A standalone smart box is designed which receives
and stores the intended parcel so that the customer can retrieve it as and when required. In our
modern busy lifestyles we are often not having enough time to respond to our routine activities
like — answering a person at the door or for collecting a door delivery. To handle such situations
we propose a solution by automating the parcel collection unit. This project discusses the part
of [oT (WiF1) in home sophistication, the proposed approach for automating the parcel delivery
collection, the working and design of the system.

This system presents a low cost, less time consuming, safe and effective implementation of
Smart Box System through the wireless sensor networks.

Wi-Fi communication patterns come with excellent features of robust (strong) digital
communication. This can enable variable bit rate for desired purposes like voice or data.
802.11n operates on both the 2.4 GHz and the lesser-used 5 GHz bands. Support for 5 GHz
bands is optional. It operates at a maximum net data rate from 54 Mbit/s to 600 Mbit/s.

Smart mailbox is an important part of a future house where all deliveries are notified. This
allows the user to track the delivered goods in real-time. It will also prove helpful for the elderly,
people living in sparsely populated areas and farms with faraway mailboxes.

2. LITERATURE SURVEY

IoT based Smart Delivery Box secured delivery Box which generates OTP for every active
session and notifies the customer about the systematic process flow till the session is terminated.
The system performs as a secured Box with minimum operational delay. Time based One Time
Password increases the authenticity of the delivery vault. Global system for mobile
communication module is used to send text messages since GSM network has an advantage of
covering wider area of operation even during mobility of the customer.

This system presents a low cost, less time consuming, safe and effective implementation of
Smart Letter Box System through the wireless sensor networks which makes the use of obstacle
sensors. A special device, called a hardware kit is realized and designed for this purpose.
Obstacle sensors have IR transmitter and IR receiver.IR transmitter transmits the rays. When
the rays fall on to the object then it gets reflected to the IR receiver, it results that the object is
detected. In the existing system users are notified by sending a text message through a SIM
card, but here we introduce Android Application which gives the notification through the
internet. The paper illustrates the description of this device the android application which
receives the notification .This system reduces the Human efforts.
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3. PROPOSED SYSTEM

In the system we implemented a smart system letter box, in which the hardware kit is used to
notify the user that a letter has arrived. The mobile application is used to receive the notification.
Here the obstacle sensor is used to detect the object (letter). The RTC clock is used to store the
time of the delivery of the letter. GSM module is used to send the notification through message
and the GPS detects the location at which address the letter has been received. We have used
Android operating system in this system which has lot of features integrated in it.MySQL
database is used to store the records. This database is easy to maintained records

The Internet of Things concept is much broader in the sense that everyday objects that did
not previously seem electronic are connected to the internet via sensors. The proposed approach
uses the integration of IoT, cloud and mobile application for the automation process.The idea
is to introduce a Smart Freight Box (SFB) which will be able to verify and accept the ordered
parcel as well as acknowledging the customer and the e-retailers.

4. ANDROID APPLICATION

Android application system: Android is an open handset Alliance. It is a mobile operating
system developed by Google which is based upon the Linux kernel. Software stack in android
operating system consist of java application which is based on object oriented-application

F

Two relays

h 4

Arduino MEGA

F 3

Vibration Sensor
LCD

A 4

ALARM

Limit Switches IR Sensors -

Figure 1 Block diagram of smart box for parcel delivery collection using Arduino

A smart letter box system is accessed anywhere and at any time .The record can be accessed
using the android mobile operating system .The report generated message is stored in the server
database. Mobile application is developed and installed in the mobile and the message generated
with the hardware kit which has GSM in it.

Letter box system is actually an indication system it shows indications whenever a letter
arrives in the letter box .Ref 2. It works using the concept of Obstacle detection. In this
arrangement IR Transmitter and IR Receiver are placed near to each other, whenever any
obstacle (i.e. Letter) comes in front of the obstacle sensor the rays get reflected and thus we get
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the output as HIGH. Thus the letters have been detected in the Letter the Box. Thus the letter
has been detected in the Letter the Box.

In the days of technology the postman still comes to our house to deliver the letters, courier
and parcels. Because the things courier and parcels cannot be sent via email and by any other
electronic media. So to get notification of letter delivery in our mail box here we design an
intelligent letter box that provides notification of delivery of letters in our mail box through the
message to our smart phone or GSM mobiles.

5. WIFI TECHNOLOGY

Wi-Fi (or, incorrectly but commonly, WiF1) is a local area wireless technology that allows an
electronic device to participate in computer networking using 2.4 GHz UHF and 5 GHz SHF
ISM radio bands. The Wi-Fi Alliance defines Wi-Fi as any "wireless local area network"
(WLAN) product based on the Institute of Electrical and Electronics Engineers' (IEEE) 802.11
standards". However, the term "Wi-Fi" is used in general English as a synonym for "WLAN"
since most modern WLANS are based on these standards. "Wi-Fi" is a trademark of the Wi-Fi
Alliance. The "Wi-Fi CERTIFIED" trademark can only be used by Wi-Fi products that
successfully complete Wi-Fi Alliance interoperability certification testing.

Many devices can use Wi-Fi, e.g. personal computers, video-game consoles, smart phones,
digital cameras, tablet computers and digital audio players. These can connect to a network
resource such as the Internet via a wireless network access point. Such an access point (or
hotspot) has a range of about 20 meters (66 feet) indoors and a greater range outdoors. Hotspot
coverage can comprise an area as small as a single room with walls that block radio waves, or
as large as many square kilometers achieved by using multiple overlapping access points.

6. KEYBOARD INTERFACING

The keyboard is designed with 12 keys, out of these 12 keys 10 keys are utilized for 0 to 9
numbers to enter the time data in hours and minutes, the 11th key is used to clear when the
wrong digit is typed and the 12th Key is used as the enter key. This keyboard is designed to
form a matrix of rows and columns.

The microcontroller accesses both rows and columns through ports. When any key is
pressed, a row and a column make a contact (short circuited). Otherwise there is no connection
between rows and columns. The microcontroller (consisting of processor, RAM and EPROM,
and four I/O ports) takes care of hardware and software, when the keyboard is interfaced to it.
In this concept, the microcontroller scans the keys continuously and automatically identifies the
activated key. The activated key information is stored in the internal RAM of the
microcontroller. Finally, it is the function of the microcontroller to scan the keyboard
continuously to detect and identify the key pressed.

As mentioned above the keyboard is designed with 12 keys and all these are configured in
3X4 Matrix form, meaning three rows and four columns. For this purpose seven 1/O lines of
microcontroller are engaged with this keyboard. The information generated by this keyboard is
fed to the microcontroller through two different ports. The rows are connected to one port and
columns are connected to another port for identifying the activated key. By pressing the
corresponding keys one after another in a sequence, the controller will display in the LCD and
check the time data with the RTC for activating the alarm.

The time information produced by the keyboard by pressing the corresponding code keys
is fed to the microcontroller to store into its RAM. To detect a pressed key, the micro-controller
makes high all rows by providing logic high at input, and then it reads the columns. If the data
read from all the column pins is zero, no key has been pressed and the process continues until
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a key press is detected. When any key is pressed, the micro-controller detects and goes through
the process of identifying the key. Starting with the top row, the microcontroller reads all the
columns. If the data read is all zeros, no key in that row is activated and the process is moved
to the next row. This process continues until the row is identified. After identification of the
row in which the key has been pressed, the next task is to find out which column the pressed
key belongs to. This can be achieved, because the micro-controller knows at any time which
row and column are being accessed. The keyboard interfacing diagram with the controller is
shown below.

The keyboard contains press to ON type micro-switches having two pins and remains in
normally open condition. When the key is pressed normally, open contact gets closed to
generate a logic signal and this signal is fed to the microcontroller. These switches are nothing
but feather touch keys, popularly known as ‘Push buttons’ or ‘Push-to-ON’ switches.

7. OBSTACLE SENSING CIRCUIT DESIGNED USING IR SENSORS

The Obstacle Sensing circuit is designed with IR Sensors for detecting the parcel is placed
inside the smart box. The obstacle-sensing block is designed with LM567 IC; to this oscillator
frequency can be adjusted. When the circuit is energized it starts producing a continuous chain
of square pulses. The output of this oscillator is amplified and fed to an IR LED. This LED
radiates the signal into air and depending on the signal strength or radiating power, the range
can be increased. The IR signal delivered from the IR LED transmitted in a line like a laser
beam, this beam is invisible and harmless. The output of IR-Receiver is (proportional to
reflected wave) found for matching (comparing) with that of transmitted wave, and then the
output of the IC will become low automatically (If both are equal then output of this IC becomes
low). The output of this tone decoder IC is fed to the microcontroller.

The basic function of the detector circuit is by radiating energy into space through IR LED
and detecting the echo signal reflected from an object. The reflected energy that is returned to
the IR sensor indicates the presence of an object which is within the range. A portion of the
transmitted energy is intercepted by the target and re-radiated in many directions. The radiation
directed back towards the system is collected by the receiving LED to produce a high signal at
Pin No.8 of LM567 IC. The output of the receiver is fed to the Microcontroller. Whenever the
controller receives a high signal from the reference point, the microcontroller energizes the
voice chip to announce the information. The following is the diagram of the sensing circuit.

8. ARDUINO MEGA CONTROLLER

The Arduino Mega 2560 is a microcontroller board based on the ATmega2560. It has 54 digital
input/output pins (of which 15 can be used as PWM outputs), 16 analog inputs, 4 UARTSs
(hardware serial ports), a 16 MHz crystal oscillator, a USB connection, a power jack, an ICSP
header, and a reset button. It contains everything needed to support the microcontroller; simply
connect it to a computer with a USB cable or power it with an AC-to-DC adapter or battery to
get started. The Mega 2560 board is compatible with most shields designed for the Uno and the
former boards.

e Arduino Mega 2560 is a Microcontroller board based on Atmega2560. It comes with
more memory space and I/O pins as compared to other boards available in the
market.

e There are 54 digital I/O pins and 16 analog pins incorporated on the board that make
this device unique and stand out from others.

e A crystal oscillator of 16MHz frequency is added to the board.
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e This board comes with a USB cable port that is used to connect and transfer code
from computer to the board.

9. RESULT

Figure 2

10. ADVANTAGES

e Enhanced security and safety.

e Less human errors.

e Providing a contactless identification and tracking.

e Real-time delivery status.

e Less money and time spent on tracking and handling of the package

11. CONCLUSION

The aim of engineering studies is to increase the quality of living by constant innovation and
research. Introducing technology into common man's life by exploiting the advancements in
technology an effort has been made to simplify the delivery procedure which usually involves
a lot of human effort and time. Currently handling of packages, tracking and delivery is a major
concern for delivery and logistics companies An attempt has been made by realizing the vacuum
that exists and a fully automated receiver system has been developed which is to be installed in
customer premises.

The project work is designed and developed successfully. For the demonstration purpose, a
prototype module is constructed; and the results are found to be satisfactory. While designing
and developing this proto type module, Since it is a prototype module, much amount is not
invested. The whole machine is constructed with locally available components some of the
modifications must be carried out in design to make it a real working system.
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FUTURE SCOPE

With the blooming of IoT (Internet of Things) tracking of packages becomes easier.

Using the internet instead of GSM services also reduces the cost for communication.

The box could be built inside the wall so that only receiving compartment lid is visible

to outside world thus providing an extra security to the package and the box itself.

The box can be paired with artificial intelligence like Alexia or Google Assistant.

Further improvisation could be made by adding biometric verification at the customer

premises.
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Embedded applications software code is increasingly growing in size. Whereas the entire code of all
control panels in a car provided for roughly a few 100 K code lines a decade ago, a single control panel
such as the engine control can now have up to 1million code lines. With these help of good approach,
common scenarios are developed for other, even for mobiles, embedded systems like PDA’s, cell phones
etc. However, increasing software size requires greater memory and can therefore raise the cost of an
embedded system considerably. The starting of this pattern was already established in the early

Iégt‘:‘gggza systems 1990 s. The compressed code is created by compressing the binary numbers using a code compression
PDA 4 tool (at the time of design) is stored in the instruction memory of the embedded devices. The compressed

Code compression instructions are decompressed and implemented by the processor at the time of startup. One of the
LUT serious challenges is that the tables will become wide in size and therefore decrease the benefits of
Compressed instructions compressing the code that could be accessed. Although the whole research in this area has mostly
concentrated on improving greater code compression without specifically targeting the issue of wide
look-up table sizes.
© 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Materials, Manufacturing and Mechanical Engineering for Sustainable Developments-2020.

1. Introduction

An extremely slower processor and limited memory sizes are
commonly utilized by embedded devices to reduce costs. There is
also an approximately 5 billion embedded microprocessors are
being used now-a-days, as per the World Semiconductor Trade
Statistics Blue Book. The major determinant for the rising preva-
lence of embedded device- driven portable devices like (Personal
Digital Assistants) and web-platform mobile phones is the global
expansion of their implementation, example the world demand
for embedded devices will rise from about $1.6 billion in 2004 to
$ 3.5 billion to 2009 a Average Annual Growth Rate(AAGR) of
16%. Because due to the requirements of the embedded industry,
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the memory chip of the embedded device must be tiny, various
techniques are utilized to minimize the size of the embedded
software by encoding it inactive and then decoding it active. In
the field of individual instruction problem use generally a RISC
processor, the concept of utilizing code compression as a method
for chip size mitigation in microprocessors has most triggered
concern. Furthermore many developments in IC integration
techniques to explore another direction which surely impedes
the speed of processing[1-7].

The method of compression of code can be utilized when the
ISA (Instruction Set Architecture) may or may not be defined.
When the ISA ids defined, to create the decoders hardware, the
code compression algorithm uses the data in opcode or instruction
format. In this situation, the compression ratio will be increased, as
the amount and type of operands can be minimized as according o
the operation specified by the opcode in the instruction format. If
the ISA is not defined, the code compression method implements
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conventional methods of data compression, which rely only on
instruction values or byte sequence data. In this scenario, the deco-
der is easier than before because it does not consider the instruc-
tion format. The only drawback is that the compressed code is
not as effective as the approach with a particular ISA. Compressed
instructions and decoding tables are created when a code compres-
sion method is utilized. Approximately 40 percent of the memory
specifications for the compressed program could be the size of
the decoding table, while the other 60 percent are covered by the
encoded instructions.

Greater volume and expensive embedded devices developers as
the industry demands single-chip approach to satisfy constraints
such as lower devices cost, higher flexibility, higher efficiency level
and lower consumption of power requirements for highly compli-
cated applications, the industry faces many design problems. Code
compression/decompression has appeared as an significant area
for solving some related sections of these issued in embedded sys-
tem design. It is possible to decompress beyond the CPU for exam-
ple between L2 cache and main memory or between L2 cache and
CPU or within the CPU as a part of fetch or decoding the unit of
instruction. In any event, only sections of the entire code will be
decompressed at a time for example, at the instruction level or
block level to reduce the memory complexity. As a step after code
initialization, the code is compassed ad then extracted into Flash or
ROM from where it is inserted into the main memory or L2 cache
during the devices reset. That means that it is not possible to mod-
ify the program and that it must be set. But the software program
changes, then it are appropriate to encrypt the code again and
destroy the ROM or Flash again. Usually, this is not a limitation
for embedded systems that do not allow user to modify the pro-
gram. The main objective in code compression has historically
been to minimize the size of the instruction memory, but recent
techniques have proved that it can also lead to performance
improvements for an embedded device.

Recently, VLIW algorithms have been very common especially
for single processing (Texas Instruments for example, the star core
DSP VLIW DSP of TMS 320C6X and Lucent appears to take more
program memory than traditional DSP and high bandwidth
instructions. To provide multiple operations per cycle, a pre-fetch
algorithm is required. Even though entire research in this field
has primarily focused on improving greater compression of code
without explicitly targeting the problem of large table sizes of
look-ups.

Yuan Xie et.al. (2001) The cost of decompression could destroy
all the advantages from compression in the code compression [8].
In the code compression for the new VLIW technology, the size of
decoder and speed are very significant. In this paper, they have
taken benefits of the isolation of coding and modeling in the
arithmetic coding, and also discussed about the trade-off between
compression ratio and also the design of the decompression struc-
ture as shown in Fig. 1. They have simplified less than 10 percent of
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Fig. 1. Compression ratio for dissimilar structures [8].
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the compression ratio, but the design of the decoder is much lesser
then others. One more benefit of utilizing this simplified model is
that even if the application changes, the decompression device
cannot be a application specific and hence does not requires any
changes.

Luca Benini et.al. (2002) They have introduced two different
types of encrypted techniques one is profile driven and other is dif-
ferential as they are defined by portable hardware applications and
they compared their results with compression techniques they
have observed a some alternatives of Lempel [9]- Ziv encoder. To
maintain energy avoidance in core-based embedded devices, they
have proposed a new technique called HW-application based data
compression. They have implemented a novel data compression
structural paradigm and many compression techniques. Based on
the particular compression technique memory traffic and energy
consumption decrements are achieved in the cache-to-memory
path of devices connected to traditional benchmarks which are in
a scale of 4.2 percent - 35.2 percent.

Haris Lekatsas et.al. (2002) In this paper they have introduced
a new decompression modules as a structure, development and
testing the hardware that enables an embedded devices to operate
utilizing compressed binary code [10]. Within a single cycle and
without using any extra cycle time lag, kit is the initial operating
prototype model that decompresses instructions. As hardware
model containing decompression machine, a cache, CPU, peripher-
als and memory, the entire devices are operating. They have
noticed a performance improvement of up to 63 percent with a
25 percent average across a wide variety of applications as
depicted in Fig. 2.

Mikael Collin et.al. (2003) They proposed an enhancement to
ISA, RISC, with instructions of variable length, generating a greater
density of information without affection the programmability [11].
They have introduced a strategy of 8, 16 and 24 instruction bits fol-
lowed by LUTs within the processor which is based on the evalua-
tion of flexible instruction utilization and assertion locality of set of
SPEC CPU 2000 applications. This proposed method shows 20 to 30
percent drop in main memory application and results indicates
that small instructions consists of up to 60 percent of including
all executed instructions. For the complete data path and memory
devices, the total energy consumptions is up to 15 percent and for
the path of instruction fetch is up to 20 percent.

Chang Hong Lin et.al. (2004) For the VLIW code compression,
they have suggested a new variable-sized block technique. Fixed-
sized blocks, typically works by using code compression and is
performance is restricted by the size of small blocks (Fig. 3) [12].
Branch blocks have larger blocks for code compression, which are
instructed between two consecutive reasonable branch goals. They

707

improvement [%]

Fig. 2. Better performance development for each application [10].
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proposed a compression systems based on LZW and selected code
that uses branch blocks as the compression module. The compres-
sion ratio is around 83 percent and 75 percent accordingly. Low
power is accomplished by the limited memory used to store code
of compressed source. This system has very less cost of decompres-
sion and greater bandwidth of decoding with acceptable compres-
sion ratios compared with previous results. Parallel decompression
may also be applicable to these techniques, because these are more
suitable for VLIW architecture.

Haris Lekatsas et.al. (2005) They have proposed a new com-
pression/decompression models for binary data operating on
embedded devices [13]. This technique is special because it also
treats binary code and data in a single way, although the issue of
encoding data returns back to memory is not solved by previous
literature on embedded software compression. In order to decode
the input byte sequences and replacing them with table indices,
and they also provided a new approximation. In accordance with
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their model, this technique will enable very quick compression/de-
compression and very efficiently compresses separate files. These
results show that the overall size, which includes hardware cost
is reduced by 51 percent or more, thus maintaining the output cost
within 11.5 percent of the initial uncompressed program as illus-
trated in Fig. 4.

Talal Bonny et.al. (2006) To enhance the design effectiveness of
embedded applications, the proposed study utilizes code compres-
sion [14]. Generally they have proposed a different technique and
different design which are required for the process of decompres-
sion known as look-up tables. Still now no other research have not
concentrated on reducing the look-up tables but they have proved
by reducing the look-up tables also has a major effect on total
bandwidth which is based on hardware decompression systems.
They have implemented a new as well as powerful hardware sys-
tem based on canonical Huffman coding. They have minimized the
size of look-up tables up to 45 percent by utilizing Lin-Kernighan
method and also reduced LUT'’s efficiency without using ISA as
shown in Fig. 5.

Seok-Won Seong et.al. (2006) Embedded systems are
restricted by the memory requirement. This problem is solved by
data compression approaches by minimizing the code size of pro-
grams for application [15]. Dictionary-based code compression
methods are common because both offer good compression ratios
and faster decompression systems. By recognizing the errors,
newly proposed approaches enhance traditional dictionary-based
compression. This paper provides two significant improvements:-
i) it offers a basis for cost-benefits analysis to improve the com-
pression ratio by developing more matching patterns, and ii) it
uses bit masks to build an effective code compression approach
to enhance the compression ratio without adding any decompres-
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sion retributions as depicted in Fig. 6. They have utilized a new
application from different areas to illustrate the utility of their
method and optimized them for a wide range of technologies. This
strategy breaks the current dictionary-based technologies by an
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average of 15 percent offering a 55 percent- 65 percent of com-
pression ratio.

Talal Bonny et.al. (2007) The density of code in embedded
technology structure is an important condition because it not only
decreases the demands for limited memory of resources but also
helps to enhance further significant structure specifications such
as performance and power consumption [16]. This paper is focused
on canonical Huffman coding which is a new and effective hard-
ware method which includes all type of numerical hardware tech-
niques. They have applied his proposed methods to three main
embedded hardware architectures such as MIPS, ARM and Power
PC. They have achieved a total compression ratio of 52 percent
for ARM, 49 percent for MIPS, 55 percent for Power PC along with
LUT overhead without including ISA information as shown in Fig. 7.

Talal Bonny et.al. (2008) One of the essential constraints of
embedded systems plan is to minimize the size of code of embed-
ded systems [17]. Regarding to size, code compression will supply
with considerable economy. So in this paper, they have proposed a
new and effective hardware technique. In some particular opera-
tions, this technique explores the advantages of re-encoding the
leftover bits (called as re-encodable bits) in the instruction formant
to increase the compression ratio. Re-encoding these bits will fur-
ther decrease the size of decrypted table by higher than 37 percent
and also they have achieved compression ratios as lower as 44 per-
cent. They have used a standard set of devices and simulated the
performance and tried these applications into two main embedded
processors such as MIPS and ARM. By using MIPS processor, they
have gained 45 percent compression ratio (Fig. 8) and by using
ARM processor they have gained 48 percent of compression ratio,
but the performance of proposed method is not much effective.

2. Conclusion

Finally this paper concludes with several research techniques
are surveyed including all the compressed and decompressed
structures used in embedded systems. It provides a brief overview
of several significant finding with respect to existing methods. This
paper shows different techniques proposed in the existing papers
and also shows their advantages and disadvantages also to
improve more complexity in future research work.
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ABSTRACT

A Pulse Width Modulation (PWM) Signal is a method for generating an analog
signal using a digital source. Now-a-days microcontrollers support PWM outputs. A
PWM signal consists of two main components a duty cycle and a frequency. The PWM
Generator block generates pulses for carrier-based pulse width modulation (PWM)
converters using two-level topology. Most of the microcontrollers will have built in
timers which helps in generation of PWM signal with various widths. PWM generator
helps in controlling the brightness in smart lighting systems by controlling voltage to
LED driver connected with LED bulbs. Also helps in controlling the speed of motors by
varying voltage supply to it. It is also used as modulation scheme to encode message
into pulsing signal for transmission. Pulse-position modulation (PPM) is a form of
signal modulation in which M message bits are encoded by transmitting a single pulse
in one of possible required time shifts. This is repeated every T-seconds, such that the
transmitted bit rate is. bits per second. Used in non-coherent detection where a receiver
does not need any Phase lock loop for tracking the phase of the carrier, Used in radio
frequency (RF) communication. Also used in contactless smart card, high frequency,
RFID (radio frequency ID) tags.

This project demonstrates how a simple and fast a pulse width modulator (PWM)
generator and a pulse position modulator (PPM) can be implemented using Verilog
programming. It is simulated using ModelSim, a multi-language (hardware description
language) simulation environment from Mentor Graphics and tested on FPGA
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development board. In the hardware simulation the module for PWM generator can be
realized using development board. The board is built around Xilinx Spartan-3E FPGA
and Atmel AT90USB2 USB controller. It provides complete, ready-to-use hardware
suitable for hosting circuits, ranging from basic logic devices to complex controllers.
The FPGA development board allows USB programming through the computer USB
port. The program, when run, automatically detects the development board connected
to the system, and allows you to program ROM memory in the FPGA board to
permanently store the code, or to temporarily program the FPGA with the code. When
programmed temporarily, FPGA runs the code as long as it is supplied with power.
Once power disconnected, FPGA reverts back to being a blank IC, waiting to be
programmed again.

Key words: Pulse Width Modulation (PWM), Pulse Position Modulation (PPM),
Verilog HDL, ModelSim, FPGA.
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1. INTRODUCTION

In Power Electronics. Pulse Width Modulation (PWM) is the core for control and has proven
effective in driving modern semiconductor power devices. Majority of power electronic circuits
are controlled by PWM signals of various forms. (1) PWM is effective and commonly used as
control technique to generate analog signals from a digital device like a microcontroller.

The PWM/PPM Generator converts analog input signals to Pulse Width Modulated (PWM)
or Pulse Position Modulated (PPM) output signals. Pulse Width Modulation (PWM) Signal is a
method for generating an analog signal using a digital source. (1) Now-a-days microcontrollers
support PWM outputs. Most of the microcontrollers will have built in timers which helps in
generation of PWM signal with various widths. It is commonly used to control average power
delivered to a load, motor speed control, generating analog voltage levels and for generating
analog waveforms.

In PPM, an analog input signal is sampled a pulse whose position is proportional to the input
signal amplitude is generated at each sample point. (2) Both PWM and PPM signals are of
constant height (amplitude), and the pulses in PPM signals are of constant width. Although
PWM and PPM are more complex forms of message processing than PAM, they still are not
considered true digital signals.

Most of the microcontrollers have special pins assigned for PWM as in Arduino-UNO it
has 6 PWM pins on it. Similarly, PIC Microcontrollers also have PWM pins but unfortunately
8051 Microcontroller doesn’t have this luxury means there’s no special PWM pins available in
8051 Microcontroller. But PWM is necessary so we are manually generating the PWM pulse
using Verilog. CCP Modules are available with a number of PIC Microcontrollers.

This project demonstrates how a simple and fast pulse width modulator (PWM)/pulse
position modulator (PPM) generator can be implemented using Verilog programming. (5) It is
simulated using ModelSim, a multi-language (hardware description language) simulation
environment from Mentor Graphics and tested on Basys 2 FPGA development board from
Digilent. (6)
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2. PULSE WIDTH MODULATOR (PWM) / PULSE POSITION
MODULATOR (PPM) GENERATOR

The PWM/PPM Generator converts analog input signal to Pulse Width Modulation (PWM) or
Pulse Position Modulation (PPM) output signals. In PWM, an analog input signal is sampled,
and a pulse whose width (duration) is proportional to the input signal amplitude is generated at
each sample point. In PPM, an analog input signal is sampled and a pulse whose position is
proportional to the input signal amplitude is generated at each sample point. Both PWM and
PPM signals are of constant height (amplitude), and the pulses in PPM signals are of constant
width. Although PWM and PPM are more complex forms of message processing than PAM,
they still are not considered true digital signals.

Using the PWM/PPM Generator, students can gain an understanding of how PWM and
PPM signals are generated. The noise resistance characteristics of PWM/PPM signals can be
studied also.

3. PRINCIPLE OF GENERATOR

The Pulse Width Modulation (PWM) and Pulse Position Modulation (PPM) Generators works
on two principles one is a counter and a comparator were modulated signal and sawtooth signal
form the input to the comparator for analog signal input and digital equivalent of analog input
for digital signals. (1) One input of the comparator is fed by the input message or modulating
signal and the other input as the analog or digital input which operates at carrier frequency.

The counter produces the carrier frequencies to the comparator and plays a major role in
Pulse Width Modulation and Pulse Position modulation during the generation process. In this
the message Bits are encoded by transmitting a single pulse in one possible required time shifts
into the Microcontroller.

4. PRINCIPLE OF FPGA

Principle for PWM generator can be realized using Basys 2 development board. The board is
built around Xilinx Spartan-3E FPGA (9) and Atmel AT90USB2 USB controller. It provides
complete, ready-to-use hardware suitable for hosting circuits, ranging from basic logic devices
to complex controllers. (4) This board is used, along with the following two software, to allow
for effortless programming and debugging of the FPGA board:

e Xilinx ISE Webpack 14.7
e Digilent Adept v2.0 or higher.

Digilent Adept v2.0 or higher program allows USB programming through computer USB
port. The program, when runs, automatically detects the development board connected to the
system, and allows you to program ROM memory in the FPGA board to permanently store the
code, or to temporarily program the FPGA with the code. When programmed temporarily, (5)
FPGA runs the code as long as it is supplied with power. Once power disconnected, FPGA
reverts back to being a blank IC, waiting to be programmed again. Adept software requires a
bitmap file with. bit extension. This is usually created using synthesizer software like ISE from
Xilinx or Simplify from Synopsys for logical synthesis. (6) This is where Xilinx ISE webpack
is used, is a free software that can be used by anyone. Include the Verilog file into a new project
along with a user constraints file (uct extension).

5. WORKING OF GENERATOR FOR MICROCONTROLLER

The working of the PWM/PPM Generator is simple. It uses one counter and one comparator.
The microcontroller unit provides 8-bit input into PWM module. Counter used in the PWM
module is 8-bit. It increments it’s value on the positive edge of the clock (positive edge
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triggered). Comparator used in PWM generator is also 8-bit. Input given to PWM module is
compared to the current value of the counter using the comparator. If current value of the
counter is greater than the value given to the module as input, PWM output is pulled low.
However, if current value of the counter is less than the value given as input to the module,
output of PWM generator is pulled high.

Let us take a test case to understand the operation. Suppose, input to PWM module is 128
(10000000). Counter is initialized using Reset button, so that output is 0(00000000,). During
the first clock cycle, value of counter and input value to PWM module are compared.

The module finds that, value of counter is less than the value provided. This prompts the
module to pull output of PWM generator high. This same paradigm keeps output of the
generator pulled high until value of the counter reaches 128 (10000000y).

In the next clock cycle, after the counter has reached 128, counter increments its value to
129 (10000001s). Comparator finds that, current counter value is greater than the value provided
to PWM module, therefore output must be pulled low.

Changing input to PWM module will consequently change the threshold value, where
transition from high to low state occurs. Thus, PWM can be achieved by varying the input
provided to PWM

module. When the analog input value is greater than the counter value it is sent to the d flip
flop which stores the greater than value. PPM clock (2) is another input given to the d flip flop.
After some delay they output of the d flip flop is given to the and gate and when the input is
less than or equal to counter output it is given as the second input to the and gate so that during
the negative fall of PWM output from high to low then ppm generates the pulse.

6. BLOCK DIAGRAM

Block diagram of the PWM and PPM generator is shown in Fig. Working principle of the
generator is simple. It uses one counter and one comparator. The microcontroller unit provides
8-bit input into PWM module. Counter used in the PWM module is 8-bit. It increments it’s
value on the positive edge of the clock (positive edge triggered). Comparator used in the PWM
generator is also 8-bit.
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PPM Output
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Figure 1 Block diagram of PWM/PPM generator.

http://iaeme.com/Home/journal/IJARET editor@iaeme.com



Shankar A, Lokeshwari A, Manohar B and Pranavi St

In the PWM generator is also 8-bit. (4) Input given to PWM module is compared to the
current value of the counter using the comparator. If current value of the counter is greater than
the value given to the module as input, PWM output is pulled low. However, if current value
of the counter is less than the value given as input to the module, output of PWM generator is
pulled high. When the analog input value is greater than the counter value it is sent to the d flip
flop which stores the greater than value. Clock 2 is another input given to the d flip flop. After
some delay they output of the d flip flop is given to the and gate and when the I/p is less than or
equal to counter output it is given as the second input to the and gate so that during the negative
fall of PWM output from high to low then PPM generates the pulse.

7. RESULT AND DISCUSSION
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Figure 3 PWM/PPM wave-forms

e This PWM has a maximum operating frequency of 232.504MHz, which allows the
most dynamic and fast operation applications to be accommodated.

e Total power dissipated by the design at an operation frequency of S0MHz is 38mW.

e Static power dissipation for 34mW (power required to drive the development board)
and the power consumed by the oscillator to produce the clock is ImW.

e Average power consumed by PWM output is 3mW, which indicates that the design
is also power efficient.
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8. CONCLUSION

This project demonstrates how a simple and fast pulse width modulator (PWM)/Pulse Position
Modulator (PPM) generator can be implemented using Verilog programming. It is simulated
using ModelSim, a multi-language (hardware description language) simulation environment
from Mentor Graphics and tested on Basys 2 FPGA development board from Digilent.
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Abstract

Cognitive Radio (C.R.) networks are being used in industrial wireless
applications due to their inherent capabilities. The effectiveness of cognitive
radio depends on the type of Medium Access Control (M.A.C.)and handoff
algorithms used and measured by its deterministic reinstating of transmission
channels. However,the applicability of C.R. algorithms for multihop
networks is less explored. Hence,in this paper, a deterministic handoff
algorithm for multihop networks is proposed with the help of C.R. based
M.A.C. A Common Control Channel (CCC) free M.A.C. based on
G.LN.M.A.C. termed as DynMAC (Dynamic M.A.C.)is chosen for
experimentation. Unlike conventional DynMAC, new functionality that
makes Child Nodes (C.N.) aware of the Global Channel (G.C.) list generated
by Sink Node (S.N.) is added in DynMAC of the proposed approach. This,
along with the spectrum handoff algorithm, facilitates switching transmission
channels on receiving three consecutive errors. DynMAC is evaluated
employing network calculus to model its arrival and service curves
theoretically. Simulations have been carried out inthe Integrated
Development Environment (IDE) using DynMAC with and without the
proposed spectrum handoff algorithm for both single and multihop networks.
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Lognormal shadowing, Rayleigh fading, Rice fading, and interference is
considered for finding Cumulative Distribution Function (C.D.F.) of delays
and Packet Error Rate (PER). Results indicate that DynMAC when used with
the proposed spectrum handoff algorithm, performs better compared to when
it is used without the spectrum handoff algorithm. Finally,the proposed
approach is compared statistically with other multi-hop-based M.A.C.s in
terms of PER for substantiating simulation results. Friedman's test implies
that significant differences between M.A.C.s and Holm's Procedure
establishthe proposed approach's superiority. The confidence level taken for
performing a statistical analysis is 0.05, which means that theaccuracy of the
obtained results is 95%.

Keywords: Cognitive Radio, Industrial Applications, DynMAC, Spectrum
Handoff, Determinism, Multi-Hop Networks

1 Introduction

Sensors are generally tiny, battery-powered devices that monitor and
record conditions of environments. Conditions include temperature,
pressure,humidity, the direction of wind and speed, illumination, the intensity
of vibration, the intensity of sound, power line voltage, chemical
concentrations, pollutant levels, and vital body functions. The sensors are
usually placed in self-governing devices and are collectively referred to as
sensor nodes. Sensor nodes are spatially distributed, with the number ranging
from a few to several thousand. Connecting sensor nodes through wired
networks is time-consuming and labour-intensive, especially when the
distance is large. In industrial applications, using cables leads to high
maintenance costs and aggregation of many wired equipment, which is
dangerous in situations like fire outbreaks[1]. Hence,Wireless Sensor
Networks (W.S.N.), which connects sensors wirelessly,is used in
industries.International Society of Automation (1.S.A.) specifies six industrial
systems: safety systems, closed-loop regulatory and supervising systems,
open-loop control systems, alerting systems, and information gathering
systems. W.S.N.s perform three basic tasks; collection, processing, and
transmission of data [2].While collection and processing depend on sensor
nodes' inherent attributes, transmission works through cooperative action
between sensor nodes. Transmission is enabled by various wireless standards
like WirelessHART, I.S.A. 100.11a, Zigbee Pro, 6LoOWPAN, and IEEE
802.15.4e.However,unlike normal W.S.N.s, Industrial W.S.N.'s has
additional requirements such as interoperability, link reliability, service
differentiation, a facility for data aggregation, noise resistance, deterministic
latency, predictive behaviour, coexistence, support for multiple sources and
sinks and application-specific protocols, which are not fully addressed by
above standards[3].

Further, industrial machinery produces interference, in which mentioned
standards do not guarantee deterministic behaviour.For example, in the fire
case, an alarming signal is produced by the corresponding section that should
reach the safety section in deterministic time. If not, it will result in human
injuries and machine losses. Even extensions of IEEE 802.15.4e and Zigbee
Pro are inappropriate in tackling this problem in the presence of interference.
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It is a matter of concern in industrial applications which demand real-
time capabilities.

Cognitive Radio (C.R.), proposed by J.Mitola [4], is a handy solution for
ILW.S.N.'s. C.R. initially finds available channels (spectrum holes), and
transmission is initiated in the best free channel. When interference happens,
C.R.stops current transmission and switches to another available channel.
However, it is not significant as other wireless standards, as the handoff
process (a process of stopping transmission in one channel and reinstating in
another channel) is not deterministic. Hence,the deterministic handoff
process is required for using C.R.s in Industrial W.S.N.'s (.W.S.N.'s).

Another point of interest is that as the energy range of sensor nodes is
less, the transmission range is also less. It makes I.W.S.N.'s operate in a
multihop fashion. Each sensor node sends processed information to another
sensor node in a multihop scenario where it can be combined or just
retransmitted to another node until the destined node is reached. This
information sharing process among different nodes is called multi hoping,
and such networks are termed multihopnetworks[5]. Other factors that boost
the need for multihop networks in .W.S.N.'s are the small size of sensors,
low battery capacity, and limited processing ability. However, studies in C.R.
have concentrated on single-hop networks, whereas multihop C.R. networks
are gaining interest recently. Hence, in this paper, a deterministic spectrum
handoff algorithm for C.R. in multihop networks is proposed|[6].

The remainder of the paper is coordinated as follows. Segment 2 sums up
associated works. Section 3 describes the mathematical preliminaries of
chosen M.A.C. Section 4 elaborates on the proposed spectrum handoff
algorithm. Section 5 briefs onthe application of network calculus to
DynMAC. Section 6 showsthe results obtained along with its discussion.
Section 7 depicts a statistical analysis of the proposed method, and other
M.A.C.s and section 8 concludes the paper[7].

2 Related Work

Most wireless standards are based on IEEE 802.15.4 in .LW.S.N.'s as
they require low data rate transmission over relatively small distances. On
the contrary, IEEE 802.11 is concerned with long-range transmission and
data throughput of 2-54 Mbps [8]. WirelessHART is an .W.S.N. standard
that uses IEEE 802.15.4 in the physical layer. In the data link layer, Medium
Access Control (M.A.C.) is improved through adding time slots of 10 ms and
utilizing Time Division Multiple Access (T.D.M.A.), thereby reducing the
number of collisions [9].However, it is specifically used for process
automation, and only dedicated links are present instead of shared links that
are not suited for deterministic industrial applications. 1.S.A. 100.11a has
IEEE 802.15.4 physical layer, but the M.A.C. layer is extended with a
combination of T.D.M.A. and CSMA. Though determinism is achieved and
single hops, as well as multihop topologies, are supported, it has the
disadvantage of high implementation cost.

Further, hopping is slow in multihopnetworks, which increase power
consumption [10]. Zigbee is another wireless standard launched on top of
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IEEE 802.15.4,which has its network and application layers. An
extended implementation option is Zigbee Pro which is used for large
networks.

Though it supports mesh and cluster tree topologies, it is interoperable
only with Zigbee devices. Further, static channel usage increases
interference, and there is higher power consumption, limiting its use in
multihop networks [11]. 6LOWPAN is a suitable wireless standard for
multihop 1.W.S.N.s as it is specifically designed for large geographic areas
and has low power consumption, computation time, cost, etc. It also works
on top of IEEE 802.15.4 physical and M.A.C. layer. However, they are prone
to link failures, and performance in the presence of interference is not
satisfactory [12]. IEEE 802.15.4¢ is an advanced version with IEEE 802.15.4
MAC layer amended by taking some functionality from WirelessHART and
I.S.A. 100.11a.This approach has latency concerns which make it unsuitable
for industrial applications.In state-of-the-art works, authors experimented
with an improvement to IEEE 802.15.4e with star topology [13].However,
the extension is limited to single-hop networks and does not work out for
multihop networks.

From the analysis, it is clear that all improvements in wireless standards
are carried out inthe M.A.C. layer.Hence, in our paper, the spectrum handoff
algorithm is proposed for multihop networks in the C.R. based M.A.C.
context.

Dynamic Slot Allocation based T.D.M.A. (D.S.A.T.) M.AC. is a CR-
MAC proposed to achieve energy-efficient utilization of spectrum [14].
Since it is implemented using single radio, interference, collision, and hidden
node problems are not considered. Fair (F) M.A.C. though addresses
interference problems, it is inherently designed with the constraint that there
are only one primary user and N secondary user, which is not the case in
LW.S.N.'s [15]. Hybrid (H) M.A.C. uses a modified CSMA/CA protocol that
employs overlay spectrum sharing to access Primary User (PU).Hence, both
P.U. and Secondary User (S.U.) transmit at the same time. However, it
tolerates only minimum interference [16]. In Grouping and Cooperative
sensing (G.C.) M.A.C., S.U.s are grouped into several teams and S.U.s in
each team's senses channels jointly. interference affects the working of
M.A.C., questioning its suitability for industrial applications. In Hardware
Constrained (H.C.) M.A.C.s, a particular S.U., can either transmit or sense.
There is a Common Channel (CC) through which S.U.s share information
among each other. But P.U.s tolerates Interference from S.U.s to certain
degrees. All the above protocols are proposed in the literature for single-hop
networks and are of no interest in our approach. Synchronized (SYN) M.A.C.
is proposed for multihop networks. Here, all out time is partitioned into
constant time spans. In every time allotment, one of the available channels is
applied for control signal trades. All matters considered, covered up terminal
problems could not be dodged.For reducing interference levels of S.U.s in
P.U.s, C.R. Enabled Multi-Channel (CREAM) M.A.C. was put forward in.

In all methods mentioned above, Common Control Channel (CCC) is
deployed to control channels. CCC's are meeting points of S.U.s in C.R.
networks. When S.U.s become crowded in CCC, performance is decreased as
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nodes that are not properly synchronizedcannot know the activities of
neighbouring C.R. users. These reasons point towards the need for CCCto
openC.R.M.A.C. protocols. Song and Xieproposed a QoS Based Broadcast
Protocol Under Blind Information for Multi-hop CR networks(QB?IC) [18].
The design considers practical facts such as lack of knowledge of network
topology and channel information of S.U.s.In traditional CCC based
networks, if a node receives multiple copies of messages from parent nodes,
it leads to a collision.In  multihop networks, such situations become
unavoidable when parent nodes transmit at the same time. But QB?IC
protocol tackles it effectively as the receiver can listen to only one channel at
a time. However, the approach fails when parents select the same channel for
transmission.A Deterministic Real-Time Medium Access (D.R.M.A.C.) for
cognitive industrial radio networksis recommended [19]. Though D.R.M.A.C.
works for any topology, it is not suitable for multihop networks.

Hence, for implementingthe proposed spectrum handoff algorithm,a
CCC open C.R. M.A.C. protocol suitable for multihop networks needs to be
taken. Dynamic M.A.C. (DynMAC) is found to be the most suited one.
DynMAC is based on GINMAC. G.I.LN.M.A.C. becomes DynMAC when
cognitive capabilities like monitoring environmental conditions, mobility,
sharing information, and decision on the best channel are added
G.LLN.M.A.C.The following section provides a detailed description of
DynMAC.

3 DynMAC Preliminaries

As DynMAC is based on G.I.N.M.A.C., an overview of the GINSENG
Project and G.I.N.M.A.C. is provided, followed by a detailed discussion of
DynMAC.

3.1 GINMAC

In G.I.LN.M.A.C., tree topology is considered where sensor nodes are
child nodes, and the root node is a sink node. Two parameters define the
topology of G.I.LN.M.A.C., one is maximum hop distance, and the other is a
fan- out-degree.Fan-out degree corresponds toseveral sensor nodes at each
level. The fan-out degree at the sink node level is one as there is only one
root node in a multihop tree topology. G.LN.M.A.C. employs offline
dimensioning mechanisms, which means sensor nodes possess knowledge of
their positionsin the topology and parent and child nodes based on their 1.D.
G.I.LN.M.A.C. ensures real-time functions in industrial environments using
the T.D.M.A. technique. Each sensor node has different time slots in which it
can transmit data to or from the sink node. The slot reserved for one node
cannot be used by other nodes. The flow of traffic from sensor nodes to the
sink node is termed upstream[20].

Consequently, child nodes require a one-time slot for communicating
with the parent node, whereas parent nodes require two slots, one
forincorporating information from child nodes and others for its data.
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Downstream is the flow of traffic from sink nodes to actuators. The sink
sends data to actuators. Hence, sink nodes require at least as many basic slots
as that of the number of actuators. Thus, total time slots arethe total number
of upstream slots and downstream slots. Fig.1 shows a frame structure of
G.LN.M.A.C.
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Fig.1. GinmacTdma Frame
3.2 DynMAC INCORPORATED GINMAC

Though G.I.N.M.A.C.can tackle packet loss and improve delivery rate,
automatic avoidance of interference in environments where other wireless
networks and devices exist is not available. When CC2420 radios are
used,interference is avoided to some extent. However, when interference is
present in adjacent channels, the mechanism fails. DynMAC tackles these
limitations by adding cognitive characteristics to G.I.N.M.A.C. DynMAC
monitors environment conditions, assesses the best channel, and share
information about the best channel to nodes. By environmental conditions,
we mean occupancy of channels. There are various mechanisms to assess it,
and in our paper, we use the Received Signal Strength Indicator (RSSI).
RSSI is an indicator of the strength of a signal received by each node. It is
chosen as this mechanism is available in radios of sensor nodes. Each node
obtains RSSI values periodically, thereby providing a good approximation of
channel conditions.

GIinMAC is a Medium Access Control (MAC) protocol designed to meet
the real-time requirements of Wireless Sensor Actuator Networks (WSAN)
applications. We present a formal executable specification for the GinMAC
protocol in this article. We can specifically capture and evaluate the abstract
features of this protocol using this formal executable model. Our platform-
independent systematic executable system could be used as a framework for
further study of the protocol or any protocol extensions that are made to it.

3.3 Spectrum Sensing, Local Best Channel, and Global Best
Channel

During the spectrum,the sensing sink node collects RSSI values of all
channels. The number of channels is equal to the number of nodes. The RSSI
values obtained periodically are accumulated and stored. Additionally, RSSI
values greater than a particular threshold defined by CC2420 radios is
separately stored. On completion of spectrum sensing, RSSI values are stored
in ascending order. Next,the cost of each channel is calculated by using two
sets of information. 1) The sorted RSSI value and 2) the frequency that
collected RSSI values are greater than the threshold. The former is termed
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RSSI cost and later threshold cost. The RSSI cost for the smallest
accumulated RSSI value is 1. The RSSI, as well as threshold costs, are
added. When accumulated RSSI changes periodically,the RSSI cost is
increased by 1 unit. The final sorted list best channel is chosen by the sink
node and informs it to other nodes by broadcasting a control frame with the
network's Group Identification (GID) number.

The child nodes repeatedly search all channels for a valid frame from the
sink node. Once a frame is detected, GID is checked to verify whether it is
from the sink node. If GID matches, child nodes stop searching and jointhe
network by switching to the sink's channel. Additionally, child nodes send a
joining frame to the sink node, acknowledging it by sending an
acknowledgement frame. However,the channel selected by the sink node
might not be the best channel when the network is considered as a whole
because the sink node selects the best channel based on its local information
only. Therefore,the best channel calculated by the sink node is called the
local best channel. The noise and interference may vary considerably
between the child and sink nodes. Hence, all nodes should contribute to the
process of selecting a channel for communication. But in real environments,
all nodes do not join the network at any time.Therefore,the global best
channel selection process starts when the network reaches a stable state, i.e.,
at least one node joins the network other than the sink node. Once the global
best channel selection process is started, sink nodes send solicit messages to
child nodes asking them to provide channel information. Each node
calculates the best channels in the same manner as was discussed earlier and
forward them to the sink node. The sink node selects the best channel from
available information. If the best channel is different from the current
working channel sink node sends switching channel messages to parent
nodes, send them to their child nodes. Finally, all nodes operate on the same
channel.

3.4 Limitations

However, certain problems arise in DynMAC, which limits its use for
deterministic applications. One scenario is that channel switching messages
might not be delivered properly to child nodes due to interference. This
results in child nodes transmitting in one channel and sink nodes transmitting
in another channel, thereby disrupting communication. DynMAC tackles it
by making nodes rescan thesink's communication channel if it cannot
communicate with its parent for a specific duration. However, this is
unusable in deterministic applications as interference may induce prolonged
delays in reinstating the same channel across sink and child nodes. The same
occurs in the case of communication between child and parent nodes.
Secondly, even when transmission occurs in the same channel, interference
may occur inthe middle of transmission resulting in jamming the channel,
thereby losing connectivity. Hence, an algorithm that detects interference and
recovers transmission in another available channel in deterministic time is
proposed.
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4 Proposed Spectrum Handoff Algorithm

As mentioned in section 3,DynMAC sensor nodes work based on offline
dimensioning mechanisms. Hence, each node is aware of its parent or child
nodes. Once the sink node sends channel switching messages, child nodes
send joining frames back to sink nodes. In case of interference, these frames
are not received by sink nodes since such frames are not generated, as
channel switching messages are not received by child nodes. Hence, if the
sink node does not receive a joining frame after sending a channel switching
message, it is considered an error.

Similarly, if the parent node does not receive a joining frame from the
child node, it is also considered an error. Further, as DynMAC is a traditional
M.A.C., slots are reserved for nodes irrespective of whether there are packets
to transmit or not. This makes parent nodes unaware of packet loss due to
interference as they consider it a lack of packets instead of a loss of packets.
This is a matter of serious concern in deterministic real-time industrial
applications where every packet is vital. Hence, in the proposed approach,
two functionalities are appended. One is a new flag functionality added to
child nodes of DynMAC, which informs parent nodes that packets are there
to transmit. This flag frame is sent repeatedly until parent nodes are aware of
packets' presence in upcoming slots. Therefore, when the flag is active and
parent nodes do not receive a packet from child nodes, it is considered an
error. Oncean error is found,the flag frame is sent back to the child node.
Another feature of our proposed approach is that every child node is updated
with the sink node's final channel list for selecting the best channels. Hence,
when communication is lost child node itself can hop to the best channel
without rescanning the sink node. Therefore, errors are detected in the
M.A.C. layer. When DynMAC is used for cognitive radio, waiting for a
specific time duration to scan the sink node and hop to another channel is not
feasible.A consecutive number of errors received is taken as a metric to hop
to another channel in our proposed approach. The schematic representation
of the proposed handoff algorithm is shown in Fig.2.1t represents three
instances of communication loss. In the first instance, due to interference, no
Joining Frame (J.F.) is generated, and hence there is a loss in
communication. After three instances, the Child Node (C.N.) detects
Interference; Best Channel (B.C.) selects B.C. and hops to another Channel
Hoping (C.H.).

In industrial networks,the number of consecutive errors is chosen to
maintain trade-offs between speed and robustness. If any errors are chosen as
a condition for hopping, delays become prolonged, thereby failing to meet
deterministic requirements. On the contrary, if a small number of errors is
chosen, nodes may hop to another channel even when no interference is
jamming the channel. For example, if the wireless channel has harsh errors or
when packets are transmitted in a dispersive channel, nodes may sense it as

éﬂﬂpﬁa Pubilishers

135



DynMAC Based Optimized Spectrum Handoff Algorithm for Deterministic
Multihop Industrial Networks modelling 3050

L
JF

Fig.2.Channel Hopping Of Child Nodes When Csm Messages Are Lost Due To
Interference

interference. Hence,the number of consecutive errors is chosen in our
approach based on the Packet Error Rate (PER) of the channel, thereby
maintaining a compromised solution between delay and hopping probability.
As shown in Fig.2, Sink Node (S.N.) sends Channel Switching Messages
(C.S.M.) to Child Nodes (C.N.). Interference makes C.S.M. not reach C.N.
As a result, no Joining Frames (J.F.) is generated by C.N., and
communication is lost, which is indicated by errors in S.N. and C.N. It must
be noted that the first two errors are not considered as interference due to
earlier mentioned trade-offs. Once three consecutive errors take
place,interference is detected (1.D.). Next, C.N. selects Best Channel (B.C.)
from S.N.'s global channel list, and Channel Hopping is done.

ACTIVE | YES NO SEND LOS
PACKET | BACK T
5 TOCN

Fig.3. Channel Hopping Of Child Nodes When Packets Are Lost Due To
Interference

Fig.3 shows channel hopping of child nodes when packets are lost due to
interference. Once packets are there to transmit, C.N. sends flag frames to
Parent Nodes (P.N.). Interference makes packets not reach C.N. nodes.
Therefore, information is lost, and P.N. sends back flag frames to C.N. Once
three consecutive errors take place, interference is detected (1.D.). Next, C.N.
selects Best Channel (B.C.) from S.N.'s global channel list, and C.H. is
facilitated. Finally,the sink nodes, as well as other nodes, start operating on
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the same channel. This operation type enables DynMAC to detect
interference and hop to the next channel deterministically without rescanning
S.N. or carrying out spectrum sensing. Thus, the proposed handoff algorithm
ensures time-bound in delay traffic, and since DynMAC used to evaluate it is
not based on CCC, problems due to external interference are avoided.

5 Application of Network Calculus to DynMAC Based Spectrum
Handoff Algorithm

Network calculus is used to characterize traffic arrival andthe ability of
the proposed system to handle that traffic theoretically. The arrival curve
characterizes traffic arrival, and the service curve characterizes traffic
handling ability. In the case of static T.D.M.A.,the arrival curve for periodic
traffic is given in Equation (1).

alt) = L [ﬂ )

Where T is the flow period, and L is packet length. In the service curve
case, for determining minimal guaranteed flow, the T.D.M.A. frame should
be analyzed. As mentioned in previous sections, for DynMAC, each node is
assigned a particular slot to transmit. The frame length is given in Equation
(2). It should be noted that DynMAC frame length is longer than
G.L.LN.M.A.C. as C.R. algorithms consume more time.

c= Z%I:l tsiot T tsync 2

Where M is the number of nodes ina network, tg,; is slot length and
tsynclS synchronization time. Therefore,the service curve can be estimated
by Equation (3).

A©) = B.max(|3] tator, t = 2] (¢ = ti0r)) (3)

Bis linked transmission capacity, a T.D.M.A.C. service and arrival curve
plot for traffic flow whose inter-arrival time equals frame duration is shown
in Fig.4.

1 TDMA arrival and service curve
- T T T T T T T T
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Fig.4. TDMA Arrival And Service Curve
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As DynMAC adds cognitive capabilities to the G.I.N.M.A.C., two slots
are added to the G.I.N.M.A.C. frame for spectrum sensing. Fig.5 shows the
G.LN.M.A.C. frame with two additional slots for single and multihop
networks.
[2]2]2[3[-]a[-]5]-6[-[7]-[8]-][0][-]1]-]

[4]-]5[-[6[-[2]-]2][-]2][~]2]~ |

Fig.5. Ginmac Frame With Two Additional Slots For Single Hop And
Multihop Networks

From Fig.5, it is clear that the node can wait for a maximum of 3 slots to
access the medium. Hence,the maximum time which a node takes to access
the medium is ¢ — 3.tg,:- When a medium is accessed,the node has three
chances to send packets. Therefore,the service curve A(t) is given in
Equation (4).

E) = B.max(|] teror, t — 5] ©) (4)
The service and arrival curves of DynMAC are jointly plotted in Fig.6.

DynMAC arrival and service curve
T T T T T T T -

— )
0.9 < At |

Bits
o
(8]

0.6 (]‘,J
|
|
|
|
|
|
|
:
]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
e — Time

Fig.6. Arrival And Service Curves ForDynMAC

The horizontal distance between the service and arrival curves gives
maximum delay, as shown in Equation (5).

Dmax = € + tsiot ®)

The full-time nodes take to access medium in multihop networks is
similar to that of single-hop networks. However, due to two hops,the
maximum time between transmission and reception of packets between
nodes is 21.tg,;. For example, from Fig.6, if node 4 transmits a packet to
node 2 in the initial slot, it might not be traced at node one till the last slot of
node 2. Hencethe DynMACmultihop network's service curve can be
depicted as in Equation (6), and maximum delay is given in Equation (7).

At) = B.max(|2| taor t = [5] (c + 20.£5100) (6)
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Dax = ¢+ 21.tg0¢ (7)
5.1 Multi-Hop DynMAC with Spectrum Handoff

As a result of spectrum handoff, though interference is detected, the
delay is increased compared to normal multihopDynMAC. This is because
the time is taken for interference avoidance, and data gets accumulated in the
queues. This is considered while obtaining service curves. Therefore,the
maximum delay is given by Equation (7).

Dimax = ¢+ Tpe + Tey + 21t (8)
Where Tg is the time taken to find the best channel and T.yls channel
hopping time.

The maximum delay in Equation (8) is greater than Equation (7)
attributed to the spectrum handoff process. Delay is sacrificed for achieving
determinism and detecting interference. The following section gives a
detailed description of simulation results obtained forthe proposed DynMAC
based spectrum handoff algorithm.

6 Results and Discussion

The simulations were carried out in C++ based Integrated Development
Environment (IDE). The nodes were randomly placed in 100m x 100m
square to imitate real-time industrial multihop topology. All nodes are
simulated based on the IEEE 802.15.4 physical layer. The proposed
DynMAC based spectrum handoff algorithm is evaluated in terms of PER
and delay. In industrial wireless scenarios, fading is one of the major factors
that influence packets' transmission and reception. For simulation purposes,
they are oftenmodelledas a random process. Fading can be slow or fast. Slow
ones are termed shadowing and occur when the path between transmitter and
receiver is obstructed. They are modelled, as shown in Equation (9).

PL(d) = PL(d,) + 10nlogy, (dio) +X, (9)

Where PL(d,) is path loss in dB at a distance d,, PL(d) is path loss in
dB at an arbitrary distance d and X,ls zero-mean random variables with
standard deviationo. Fast fading occurs as a result of small changes in results
between transmitter and receiver. In our approach, we used Rayleigh fading
and Ricianfading to model fast fading,as shown in Equation (10).

PL(d) = o—V(=2logl) (10)

Where U is uniform distributed numbers inthe interval [0 1]. Rician
fading is similar to that of Rayleigh fading except that the Line of Sight
(L.O.S.) component is present.The arrival rate is modelled according to
stationary traffic, as mentioned in network calculus. Further, other networks
may coexist in a networking environment leading to interference.
Hence,WiFi interference was also considered for simulations. Table 1 shows
the PER of DynMAC with a spectrum handoff algorithm for both single-hop
and multihop networksunderlognormal shadowing, Rician fading, and
Rayleigh Fading.
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Table 1: DynMACFor Different Fading Environments

Single Hop Multihop

Lognormal | Rician Rayleigh Lognormal | Rician Rayleigh

Shadowing | Fading Fading Shadowing | Fading Fading
DynMAC | 190 590 16300 3300 3700 5300
DynMAC | 150 510 15700 3110 3300 4900
with
spectrum
handoff

From Table 1, it is clear that DynMAC inherently gives small PERs in
single-hop networks for lognormal shadowing and Rician Fading. This is
because there is no L.0O.S., and received power is exponentially distributed in
the presence of shadowing. In Rician fading, a stronger L.O.S. component
leads to the rare occurrence of deep fades resulting in low PERs.The error
rate is much higher in the Rayleigh fading channel attributed to the Rayleigh
channel's time-varying envelope that decreases the system's instantaneous
PER. In multihop networks, packet error probability increases with the
number of hops, as is evident from PER values. DynMAC, when used in
single-hop networks with spectrum handoff,shows low PERs compared to
normal DynMAC. But its effect is more profound in multihop networks,
proving that the proposed handoff algorithm is suitable for multiho networks
under fading environments. Fig.7 shows the performance of DynMAC in the
presence of interference for single-hop and multihop networks.

Performance of DynMAC

9000
8000 |-
7000 - i
6000 |- ,
5000 |- .

4000 ——@—= Single hop without spectrum handoff |
== Single hop with spectrum handoff
Multi-hop without spectrum handoff

== Multi-hop with spectrum handoff
2000 1

Packet Error Rate

3000

1000

o . . .
10 15 20 25
Interference Percentage

Fig.7. Performance OfDynmac With And Without Proposed Spectrum
Handoff Algorithm For Single And Multihop Networks

1
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From Fig.7, it is obvious that single-hop networks with handoffproduce
the least PER in environments affected by interference, whereas multihop
networks without spectrum handoff produce the highest PER. In the case of
both single-hop and multihop networks,the proposed algorithm is found to
decrease PER.However,the approach should be validated in terms of delay,
which is significant in deterministic industrial applications. Fig.8 and Fig.9
shows the delay of DynMAC with and without the proposed handoff
algorithm in lognormal fading environments.

5 Single Hop DynMAC performance under lognormal shadowing

DynMAC without handoff
DynMAC with handoff

Cumulative Distribution Function

. . . I . . .
[0} 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Delay

Fig.8.Delay For Lognormal Shadowing In Single Hop Networks

5 Multi Hop DynMAC performance under lognormal shadowing

DynMAC without handoff
DynMAC with handoff

0.8

0.6

0.4

0.2

Cumulative Distribution Function

0.2 1 1 L 1
0 0.5 1 1.5 2 2.5

Delay
Fig.9.Delay For Lognormal Shadowing In Multihop Networks

In single-hop networks, the proposed spectrum handoff algorithm shows
better delay performance thana network that used normal DynMAC. Further,
the algorithm maintains its performance in multihop networks too.
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However,the delay is increased in multihop networks as the number of
hops is more. The decrease in delay in the proposed approach can be
attributed to flag functionality and provision provided to C.N.s for selecting
the best channel, unlike conventional DynMAC, where S.N. is solely
responsible for selecting the best channel. Fig.10and Fig.11shows delays in
frames for Rayleigh fading environments.

Single Hop DynMAC performance under Rayleigh Fading
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DynMAC with handoff
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Fig.10.Delay For Rayleigh Fading In Single Hop Networks

12 Multi Hop DynMAC performance under Rayleigh Fading

DynMAC without handoff
DynMAC with handoff
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Fig.11.Delay For Rayleigh Fading In Multihop Networks

It should be noted that delays are higher in Rayleigh fading channel
compared to lognormal shadowed channels. In Rayleigh fading, many
objects are present in the environment that scatters signals before getting to
the receiver. However,the proposed algorithm shows better performance in
Rayleigh environments, too, owing to additional functionalities added in
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DynMAC along with usage of three consecutive errors for hopping to the
next channel by C.N.'s. Rice fading is not discussed as it provides results
similar to that of lognormal shadowing.

Single Hop DynMAC performance under Interference
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Fig.12.Delay For Single Hop Networks In The Presence Of Interference
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Multi Hop DynMAC performance under Interference
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Fig.13.Delay For Single Hop Networks In The Presence Of Interference

Fig.12 and Fig.13 shows the cumulative distribution function of the
proposed algorithm at 25% interference. When M.A.C. is used without a
spectrum handoff algorithm, it increases delay. On the other hand, when
used, a C.R. system capable of detecting interference and hopping to another
channel in a deterministic time is created. Additionally, resultant delays of
the proposed algorithm are similar to that of interference-free environments.
From the overall analysis of delay and PER,the proposed spectrum handoff
algorithm ensures determinism and robustness against interference. This also
establishes its suitability in industrial wireless sensor and actuator networks.
To validate simulation results, statistical analysis is carried out in the
following section by comparing PER of the proposed approach with other
M.A.C. approaches.

7 Statistical Analysis
Statistical analysis is performed on obtained results to establish the

proposed method's superiority over other methods that are otherwise unclear
from graphical representations. Since we compare methods whose variables
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are ordinal dependent, the Friedman test is employed to find significant
differences. We chose PER of multihop networks to perform statistical
analysis as it is significant in our study. Table 2 provides PERs of five
different M.A.C.s viz priority M.A.C., G.LN.M.A.C., QB2IC, DynMAC and
DynMAC with handoff under increasing rates of interference.

Table 2: PERs OF MACs At Different Levels Of Interference

Interference | Priority GINMAC | QB2IC DynMAC | DynMAC
MAC with
Handoff
0% 2500 (3) 800 (1) 56000 (5) | 3300 (4) 2400 (2)
5% 3100 (3) 2400 (1) 57500 (5) | 7900 (4) 2900 (2)
10% 3700 (2) 6600 (3) 63800 (5) | 8100 (4) 3690 (1)
15% 5900 (2) 20800 (4) | 63800 (5) | 8100 (3) 5860 (1)
20% 6600 (2) 51700 (4) | 67600 (5) | 8200 (3) 5900 (1)
25% 9000 (3) 123800 (5) | 63800 (4) | 8500 (2) 8100 (1)
Total Rank 15 18 29 20 8
Average Rank 25 3 4.83 3.33 1.33

Each algorithm is ranked from 1 to 5 based on its values, the least PER
being given the first rank and the highest being given the last rank. The ranks
are then averaged. The Friedman test's first step is to define a null hypothesis
that states that there are no significant differences between groups.

H, = There are no significant dif ferences between groups

Now Friedman statistic is obtained from Equation (11).

12

Where N is the number of interference variations, k is the number of
M.A.C.s understudies, and R is the total rank value of each column.
Substituting N, k, and R we get a value of 15.6 for F.M. Now, for the same
Nand k values and « = 0.05, the Chi-Square table gives FM critical value
11.07. Since obtained FM value is greater than FM critical value null
hypothesis is rejected, thereby proving that significant differences exist
between methods. The significance of the proposed algorithm is found by
employing Holm's procedure as a post hoc test. As in the Friedman test, a
null hypothesis is stated initially.

Hy = All MACs have the same per formance
Initially,the z value is calculated using Equation (12)
R;—R;j
zZ = SE (12)
Where R; isthe average rank of DynMAC with handoff and R; is the

average rank of other M.A.C.s and SE = /k(:—;l) The probability values are

obtained from a table of the normal distribution for each z value. Finally, p-
values are compared with «/(k — i) values. When «/(k — i) values are
greater than the p-value, the null hypothesis is rejected. Table 3 summarizes
Holm's procedure.
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TABLE 3: HOLM’S PROCEDURE

i MAC z-value | p-value af(k —1) Null
Hypothesis

1 Priority MAC | -1.2817 | 0.0999 0.0125 Not Rejected

2 GINMAC -1.8294 | 0.0337 0.016 Not Rejected

3 QB2IC -3.8340 | 0.000063 | 0.025 Rejected

4 DynMAC -2.1909 | 0.0142 0.05 Rejected

From Table 3, it is clear that the proposed algorithm outperforms DynMAC
and QB2IC. However, Holm's procedure shows that Priority M.A.C. and
G.I.LN.M.A.C.have performance closer tothe proposed algorithm. This is
because Holm's procedure considered average ranks of M.A.C.s rather than
total ranks as in the Friedman test, which leads to a reduction in differences
of values between M.A.C.s as they are limited to 0 to 6 intervals. However, it
is clear from Table 3 that at higher levels of Interference, G.I.N.M.A.C.
shows large deviations from the proposed algorithm. On the other hand,
priority M.A.C. though maintaining a considerable performance, the absence
of handoff algorithms makes it unsuitable for deterministic applications.

Hence, statistical analysis confirms the effectiveness of the proposed
algorithm over other states of the art methods.

8 Conclusion

The deterministic capabilities of cognitive radio lead to its popularity in
wireless sensor applications. But the idea of using cognitive radio and
existing wireless standards in deterministic industrial scenarios has gained
interest recently. Though applied to single-hop networks, its applicability in
multihop networks needed attention. Moreover,the use of cognitive radio in
conventional standards showed lower performance. Further,the absence of
deterministic handoff algorithms hindered its development and deployment.
Hence, in this paper, a spectrum handoff algorithm based on one of the
advanced M.A.C.s known as DynMAC for multihop networks is presented.
The approach candetect interference in the middle of transmission and hops
to another channel in deterministic time. The suitability of DynMAC is
analyzed with the help of network calculus. Simulations were carried out for
the proposed algorithm considering both single-hop and multihop networks
under different fading and interference environments to determine packet
error rate and delay. The results indicate better performance of the proposed
algorithm, which is verified by statistical analysis. The capability to avoid
interference deterministically adds robustness to the system, thereby assuring
its use in industrial wireless sensor and actuator networks. As an extension,
the system's response to non-stationary traffic considering both single and
multihop networks will be studied in the future.
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Abstract: Current innovation tries to consistently advance. This movement prompts a ton of
examination in any critical region of progress. There is a developing number of end-users in the remote
range which has prompted a requirement for improved transmission capacity and BER esteems. At the
end of the day, new advancements which would expand the limit of remote frameworks are ending up
being an essential purpose of examination in these cutting-edge times. Furthermore, in these modern
times, new technologies are proved as research’s crucial point that increases the wireless systems’
capacities. There have been many multi-user detectors in which the MMSE conducts several linear
detector as well as the n-stage PIC overcoming the SIC. The assessed detectors were investigated, taking
into account even the correlative composition of MAI found in CDMA. In case of high users number
as well as because it's basically a matched filters’ bank, the limits in multipath and noise occurrence
render its use redundant in complicated modern detectors like a traditional linear detector. The MMSE
detector are used as a detector’s improvement. Therefore, the combination of its collection as one of
the linear detectors with other sensors types was investigated. The technology’s new field today enables
wireless networks to be interpreted as well as explored by many applications. Owing to its wide use
within the industry, the software used to simulate this project is MATLAB.

Keywords- Multi User Detection, Single Input- Single Output (SISO) Systems, Successive Interference
Cancellation, Parallel Interference Cancellation, Multiple Access Interference.

1 Introduction

Today’s telecommunications industries’ main goal is data, voice as well as their
combination’s information’s reception and transmission; with higher data rates as well as
providing considerably low interferences. Wireless networking is one of the fast-growing
media largely due to the appeal it offers to end users: mobility. In terms of the development of
technology, wireless communication’s premature usage as a medium of voice communication
must be re-assessed to meet the increasing market for multimedia and text messaging, as used
by cell phones. This need created a demand for extremely high data speeds that cannot be
provided solely because of the signal interference and finite radio spectrum. Even though wired
networks give these preferential rates, connectivity and instantaneity lack the requisite
advantages, so research into the achievement of these wireless systems has become a critical
research field in today's world.

Excellence is strived by the present world. This feature allows to obtain the most
network space, latency and low errors. The last feature of the identification includes multiple
people. It is a mixture of methods used to minimize the errors in a contact system's 'receiving'
end.The requirement for wider speeds and bandwidths produces the need for recipients that
represent minimal errors is of significant importance to MUD. The multi-user scans are a blend
of algorithms that easily detects the received multi-user signals. This functionality makes it
possible to serially process various MUD combinations to obtain higher error rates and the
more visual variations, the more difficult it is. In SISO systems for multi-user detection, the
present work offers an overview of the most commonly used techniques. Various SIC, MMSE
and ZF detectors combinations were evaluated in order to identify the detector combination.
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Multi-user receivers can never match the received signals to optimal match [1]. The Optimum
Maximum “Likelihood Sequence Estimation Receiver (MLSE)” offers an approach to a perfect
match. This receiver has their key limitations in comparison to the system's compute
sophistication and the cumulative number of consumers grows exponentially [1]. The optimal
CDMA user was obtained by Verdu in 1986 [1]. The implementation of multifunctional
identification by Schneider in 1979 was seven years earlier [1] pre-empted. The best recipient
is a matched filters’ bank to provide user amplitude calculations to a Viterbi decision algorithm
for the first-order. Verdu showed mathematically that the optimized receiver has a substantial
boost in efficiency relative to the traditional setup, but with the largest number of users in the
system, its deployment costs have risen dramatically. This also posed a challenge because the
system was greatly complicated. Consequently, detectors are currently planned to be less costly
and less robust but now the best detector is used as a benchmark for future solutions. An
estimate of the receiver is known to mitigate this significant challenge, leading to the evaluation
of “suboptimal” recipients. In Figure 1, you can screen large sizes with multi-user receivers.

Multi-user Recetver

Optimal MLSE Sub-Optimal
Linear Non—]jlneaf
) l Successive
Decorrelator Multi-Stage o Interference
cision 2
) Cancellation
MR Feedback

Figure 1: Various MUD Configurations

The corresponding advantages and drawbacks are possessed by the various receiver
types; thus, it is significant to provide an insight within their theoretical behavior. Two variants
occur, linear and non-linear, as seen in Figure 1. In evaluating certain receiver identification
algorithms, the architecture obstacles to be addressed are:

e Limitations under Practical Operating Conditions
e Performance versus Complexity

e Linear versus Non-Linear

e Asynchronous versus Synchronous

e Near Far Resistance

2. Implementation
2.1 Multi-user Detectors for SISO Systems

Signal identification at the receiving end usually utilized in the “single-user” case.
When MU transmission advantages arise, that is Figure 2, there is also a requirement for an
effective multi-user identification. In the case of existing single-user systems the new 'balanced
filter' detector is not appropriate for detecting multimedia signals alone; this is because
“Multiple Access Interference (MAI)” is present in the multi-user signals. The deleted signal’s
BER is disrupted by MAI when utilizing traditional matched filters as the active users’ number
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grows. The MALI is screened off and handled as noise by the matching filters. This MAI also
has pieces of the signal, but helpful information is discarded when deciding the exact signal
value.

Uml_'.«"\}(‘"*.

Spreading T
code 1

{—x Tranamitted
sor 2 A
User 2 'i S5 3
<N i

Spreading T
code 2

Bignal, 1o

AWGN Noise

Figure 2: Transmitter of Multi User Detection with CDMA

As referred to above-mentioned Figure 1 MUD receiver classification tree, sub-optimal
detectors are primarily of two types. To promote and settle on the option of detectors to use, it
is significant to consider the core principles, disadvantages and advantages of devices. For both
linear and non-linear situations, the most typical detector configurations were investigated.

2.1.1 Linear Detectors

The linear MU detectors aim at developing decision statistic’s refined set with reduced
MALI observed by every user, aims at performing a linear operation on the outputs of matched
filters, therefore turn out to be near-far resistant. The most commonly used two detectors are
mentioned as:

2.1.1.1 The De-correlating Detector

It transforms the outputs of matched filters from the initial stage linearly. It de-
correlates the user's signals to distinguish the user, e.g. mechanism used to decrease the self-
relation within the signals or cross-correlations in a group of signal and retain another
communication facets. This method is done by measuring the cross similarity values of the PN
code type as well as storing them in a KxK matrix (it is discovered to have complexity of K?).
The respective filter outputs’ vector is then multiplied by the opposite [2]. Since channel
parameters’ previous knowledge does not apply, the recipient is insensitive to the near-far
effect. The recipient achieves a substantial value in contrast with the traditional paired filter
recipient, although the decorrelation mechanism poses a significant drawback to better noise
statistics. Because of this downside, the linear detectors studied were ignored.

2.1.1.2 The MMSE Detector

The de-correlating detector is identical in its function in comparison to the first stage
linear transformation of the matching filter outputs. The detector's purpose is to minimize the
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average square error among the real data as well as the detected data that is the filter
performance. This characteristic resulted in making the MMSE detector more desirable as
compared to the detector when noise is amplified. The disadvantage attributable to this
characteristic is that the chain parameters must be known [3] . It was observed [4] that a better
BER (bit error rates) is possessed by the MMSE than the de-correlator, but at the limit; that is,
while the noise level falls to zero, it is similar to the de-correlator's output. A significantly
lower almost-far resistance has also been shown [5] [6] .

The Least Squares detector is another very useful linear detector which is commonly used. In
order to minimize the amount of the squared error, this is similar to the MMSE. The mistake is
the subtraction from the initial signal [1] of the observed signal.

2.2 MUD Algorithm for the Linear Detectors
The utilized equations’ derivation is as below:

e By utilizing the one-shot demodulation assumption: vector 7(i) represents the K users’ i
data symbol, where filter’s output matched with sy is represented by & component in the
interval is stated as:

(i+1)T
r, (1) =J’T s, (t—iT)r(t)dr, R
(D
e The received discrete-time signals are represented in vector form at the i symbol instance
by assuming every N chip samples as:

r(i) = SAb(i) + n(i) )

e As to the symbol interval’s selection, i statistical invariance is discovered by discrete-time
signal, rx(i); removal of indices is done deprived of generality loss. Therefore, Equation
(2) can be represented in vector form as:

r=S6+n where € = Ab 3)

S represents an N by K matrix which holds all K users’ signature sequences and e comprises
of the sum of the transmitter bits and their corresponding amplitudes. With [8] and (3), the
general equation of linear multi-user detection can be described under as

0 =Cr=CSO+Cn
4

For the k™ user case:

. K
0, =C,s,06, + Z Cis5,.6 +(Cn),
e (%)

where, from the received signals for the k” user estimates o s are obtained by utilizing the filter,
Ci. Also, within the signal, MAI presence and ambient noise’s contribution is shown by the
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equation. The correspondence of filter Cyis observed to linear detector’s transfer function. For

the three examined detectors that are MMSE, least squares and matched filter are the o &
derivations.

6. =STr

MF

6;}}'.5 = (STS]_I ST}‘

a

MSE = [SA°S* + o217 SAr

(6)
Where, user spreading sequences are represented by S
2.3 Non-Linear Detectors

As in linear detectors, nonlinear multi-user detectors act on the corresponding philtre
outputs in a nonlinear way. The most advanced detectors have been tested in recent years.
Following is a short summary of their core concepts.

2.3.1 Successive Interference Cancellation (SIC)

This algorithm first determines the strongest user, substitutes him / her from the signal
received, and after that detects the most powerful user. You should do so in two ways. It will
firstly extract the soft information from the signal received; it contributes to minimal to no error
propagation, but it acquires a noise effect accumulating for vulnerable users. Secondly, hard
information may be eliminated from processed signals that contribute to little to no noise
accumulation due to the potential distribution of errors. Successive interference cancellation
may be achieved circularly at the cost of low convergence and therefore higher complexity.
The MAI has been diminished and the issue is almost / far greater. The most effective and the
most accurate cancellation is the cancellation of the best signal [9] . The SIC algorithm will
then most likely be influenced by an error distribution as the most accurate cancellation.
Channel estimates at the recipient are also required [9] . The cancellation parallel interference
detector, PIC, is another version of this interference detector.

2.3.2 Parallel Interference Cancellation (PIC)

The PIC detector often includes the removal of other users' interference, close to its
predecessor. As its name implies; compared to the SIC series subtraction, the PIC detector
cancels the MAI predictions in parallel (i.e. simultaneously) from the output of the matching
philter. Its efficiency primarily depends on the estimates of original signal as well as at the
source channel estimates are needed. If both consumers are getting the same pressure (e.g.
under regulation of power), it works better than SIC [10] .

2.3.3 Decision Feedback Equalizer (DFE)

The “DFE (Decision Feedback Equalizer)” is a famous nonlinear equalization
technique. The DFE is a very popular one. In the majority of instances, a linear equalizer and
a non-linear decision component’s combination resulted in DFE. The DFE's aim is to provide
both a FIR feed filter and a feedback filter to reduce the interference of the residual inter-
symbol, ISI. Due to the need for picosecond resolution of decisions in Feedback direction, in
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multi-gigabit networks, the DFE is difficult to enforce. DFE conducts linear detectors in terms
of efficiency but primarily the difficulty of their implementation and some error propagation
problems constitute the big drawback [11] . The particular project consists of combining the
MUD techniques’ various numbers. Thus, there is a need of every technique’s proper
dissemination.

3 Simulation and Results

3.1 Simulation of Linear Detectors

The technology’s new field today enables wireless networks to be interpreted as well
as explored by many applications. Owing to its wide use within the industry, the software used
to simulate this project is "MATLAB." This Programme is user-friendly and is intended to
provide engineers and scientists with the best approximation possible to model every day
activities. The project aim is very precise but execution is very complex since multiple
communication mechanisms are interconnected. Following are the major phases used in this
project:

e For single carrier CDMA, designing as well as simulating linear multi-user detectors
e Combining a PIC receiver with the selected linear detector

e By using a MIMO architecture, it is extended

e Through Sphere Decoding Algorithm’s incorporation total performance is improved

The following simulations sum up the initial process of the experiment. The contrast
included two large linear detectors of industries, the MMSE and Least Squares detector, which
were the traditional mixed filters detector in combination. MMSE and PIC have integrated the
optimal alternative and measured their success.

This was obtained by means of MATLAB to compare the following three sensors; the
MMSE detector, least squares detector and conventional matched filter.

e BER vs. number of Users, as represented in Figure 3.

e BER vs. S/N Ratio, with distinct users’ number, as represented in Figure 4 & 5.

BER vs ko, of Active Users
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Figure 3: Bit Error Rate Versus Number of Users
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BER vs MR
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Figure 4: Bit Error Rate Versus Signal-to-Noise Ratio with user count 5
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Figure 5: Bit Error Rate Versus Signal-to-Noise Ratio with user count 10

The Fig.3, 4 as well as Fig.5 results explicitly illustrate the benefits that the MMSE detector
provides in contrast to the traditional mixed filter detectors as well as lowest square. These
statistics indicate that MMSE offers a better SNR for a growing number of users as well as
provides better BERs. The statistics illustrate the need to identify multiple users, as the
traditional mixed filter deteriorate with active users’ growing number. In Fig.5, the MF
calculation indicates a high rate of roll-off relative to Figure 4, which is historically the MF
calculation.

3.2 Simulation of Non-Linear Receiver Combinations

The early simulations have shown that when compared with their previously described
predecessors, MMSE provides substantial enhancements. The ever-growing need for higher
data speeds, however, demands much greater BER upgrades. The combination of the MMSE
and PIC algorithms, which have also been researched in previous literature, [4] , is envisaged
for this reason. An N-stage System has been studied for a receptor with this configuration. The
BER values increase with rising PIC measures can be seen very clearly in Figure 6. However,
it is worth noting that with phase numbers that lead to tradeoffs at times of system design, the
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complexity of the PIC system increases. The MMSE stage addition to the PIC algorithm also
indicates in figure 6 that the BER value is higher. However, compared with the standalone PIC
simulations, this implementation enhanced simulation performance.

Bit Error Rate

—— MMSE m\\ i
——FIC-slaget \‘“ﬁ&;x‘

5 PIC-slaga? \:_'::.*
07 ©  PIC-stage3 .
— MMSE/PIC-Stage3 .

107

7 % 5 3 10 17 T4 15
Eb/No (dB)

Figure 6: Bit Error Rate for n-stage PIC Detector

It is significantly noted that as c— 0 that means wireless channel which is noiseless;
simply a simple PIC algorithm is approximated by the MMSE/PIC because of the reason that
a matched filter is approximated by the MMSE counterpart.

4. Conclusion

There have been many multi-user detectors in which the MMSE conducts several linear
detector as well as the n-stage PIC overcoming the SIC. The assessed detectors were
investigated, taking into account even the correlative composition of MAI found in CDMA. In
case of high users number as well as because it's basically a matched filters’ bank, the limits in
multipath and noise occurrence render its use redundant in complicated modern detectors like
a traditional linear detector. The MMSE detector are used as a detector’s improvement.

PIC and SIC algorithms also outweigh their MMSE and MF counterparts. It is also
shown. The MMSE / PIC detector's principal appeal is how to boost the signal receiving by
interfering with the incident device noise.
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ABSTRACT

Garbage monitoring system helps to eradicate or minimize the garbage disposal
problem and helps to manage unwanted material leftover in the various places in the
city, hospitals, houses, public areas etc. This paper presents the design and
implementation of smart garbage monitoring system. Monitoring of garbage level only
is not sufficient to make city environment clean and odor free but also free from harmful
gases. If level of garbage bin remains below threshold value for long period then it
causes smell, and it is unhygienic to people living nearby. To avoid this, we need to
monitor gases generated by the garbage bin. One of the objectives of design is sensing
unit at garbage bin, which is battery operated, so that it can be portable and easy for
connecting.
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1. INTRODUCTION

In the proposed system, we get the information about bin level and harmful gases by using
limiting switch and gas sensor respectively. Limiting switch is used to continually access
garbage bin data which is useful to monitor the level of garbage bin if it increases the threshold
value then the system blinks red LED otherwise green LED. If any harmful gases like Ammonia
and smoke are detected by using gas sensor then we get the message to the mobile and gives
the location of that dustbin by using GPS technology. Then immediately truck driver can collect
the garbage in the bin.

1.1 Effects of Release of Harmful Gases

Pollutants produced by backyard burning of trash are released primarily into the air, and close
to ground

level where they are easily inhaled-with no pollution controls. Burn barrel air emissions
include Carbon Monoxide (CO), Carbon dioxide (CO2), and Nitrogen Oxides (NO). Smaller
amounts of more poisonous gases and substances are commonly detected in the smoke: viz.
Benzene, Styrene, Formaldehyde, Polychlorinated Di-Benzo-Di-Oxins (PCDDs or “Dioxins"),
Polychlorinated Di-Benzofurans (PCDFs or "Furans"), Polychlorinated Biphenyls (PCBs), and
heavy metals such as Lead, Mercury, and Arsenic. Air is the most useful thing for every living
being. Researching on this serious issue this system’s main purpose is to estimate the quality of
air for people and many other living things which exist on earth. It is very important to know
how much safe we are and how the weather and climate have changed due to air pollution.

1.2 Technological Advancement

A sensor is a device that measures physical input from its environment and converts it into data
that can be interpreted by either a human or a machine. Most sensors are electronic but some
are simpler, such as a glass thermometer, which presents visual data. People use sensors to
measure temperature, gauge distance, detect smoke, regulate pressure and a numerous of other
uses. A GSM MODEM or GSM module is a hardware device that uses GSM mobile technology
to provide a data link to a remote network. From the view of the mobile phone network, they
are essentially identical to an ordinary mobile phone, including the need for a SIM to identify
themselves to the network.

GPS is a system of 30+ navigation satellites circling around earth. The information
regarding the location of the bin releasing harmful gases can be obtained as they constantly
send out signals. A GPS receiver in the mobile phone receives these signals.

Once the receiver calculates its distance from four or more GPS satellites, it can figure out
where the corresponding bin is. One of the major gas sensors which is responsible for the most
air pollution mostly is being used in the system to know the best result of the whole condition
of the air. Once the sensor detects the specified gas then automatically it alerts the Municipal
authorities by sending SMS stating the exact location of the bin using GPS.

A limit switch is an electromechanical switch that consists of an actuator mechanically
linked to a set of contacts. When an object meets the actuator, the device operates the contacts
to make or break an electrical connection.

2. SYSTEM DEVELOPMENT

Limiting Switch plays a vital role in garbage monitoring system. Limiting Switch is the
mechanical switch which converts mechanical energy into electrical energy. If the bin is full of
garbage, then the switch triggers and blinks Red led this shows that the garbage is full. If the
garbage is not filled, then switch does not trigger and blinks Green LED it means there is limited
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garbage in the bin. Negative terminal of the battery is connected to the common pin of limit
switch and positive terminal is given to anodes of both Green and Red LED. Cathode of Red
LED is connected to Normally Open (NO) of a switch and battery.

Red Led Green Led

) [
(e

Battery

Figure 1 Block Diagram of Garbage Monitoring System

Arduino is the main block of the air pollution controlling system where the entire operation
depends on the Arduino. Arduino will collect the data from the Gas Sensor based on the
threshold value of the gas. The user will get notified about the status of the bin through SMS
with the help of SIM900A GSM Module. If there are no harmful gases like Carbon Monoxide
and Smoke there will be no alerting message from the bin. The truck driver gets both latitudinal
and longitudinal position of bin through the GPS Module.

Gas Sensor

Arduino UNO

Figure 2 Block Diagram of Air Pollution Controlling System
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Figure 3 Flow chart of the proposed system
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3. DESIGN

Figure 4 Connections in the project

e As shown in the block diagram given in Fig 2 the connections should be made.
e The threshold value of the gas sensor is set to predefined value.
e The Gas Sensor will continuously sense the gases in the bin.

e Ifany harmful gases have been detected and its value is greater than the threshold value,
then the Arduino turns ON and sends alerting SMS to the user by stating the location of
the bin.

e As shown in the Fig 1 of garbage monitoring system connection should be made
accordingly.

e Limiting Switch should be placed on the top of the bin which is attached to the lid.

e [fthere is no dust or dust is not filled Limit switch does not get triggered and then Green
LED blinks.

e [f garbage is filled in the dustbin then Limiting switch triggers and gives Red LED.

4. RESULTS

Figure 5 Blinking of LEDs

If garbage is not filled in the bin, then GREEN LED blinks. If entire bin is filled with garbage,
then Limiting switch triggers Red LED.
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Longitude: 78.5784 Latitude:
17.5065 Harmful gas has been
detected Please,empty the bin

Figure 6 SMS from GSM Module

If harmful gases like smoke, Carbon Monoxide are detected then user gets notified with
SMS alert with the longitude and latitude position of the bin.

5. APPLICATIONS

e This methodology when implemented in real time can be used in the smart cities.
e This is also helpful in the government project of ‘Swachh Bharat Abhiyan’.

6. MERITS AND DEMERITS
6.1 Merits

e A reduction in the number of waste collections needed by up to 80%, resulting in less
manpower, emissions, fuel use and traffic congestion.

e Improved environment (i.e., no overflowing bins and less unpleasant odors).
e The cost & effort are less in this system.

e Very simple circuit.

e Can help in reducing overflowing bins.

e Reduces harmful gases in the bins.

e Makes city environment clean and hygiene.

6.2 Demerits
e Cannot detect liquid waste.

e (Consumes more Power Supply.

7. CONCLUSION

This paper is the implementation of Smart garbage and air pollution management system project
using sensors, microcontroller, GSM, and GPS. This system assures the cleaning of dustbins
soon when the garbage level reaches its maximum. This system also helps to monitor the fake
reports and hence can reduce the corruption in the overall management system. This reduces
the total number of trips of garbage collection vehicle and hence reduces the overall expenditure
associated with the garbage collection. It ultimately helps to keep cleanliness in the society.

Therefore, the smart garbage management system makes the garbage collection more
efficient and makes our environment free from harmful gases in the bin.
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Abstract

GNSS provides the position information Geographical Information systems (GIS). The precise positioning capability ensure
the successful application of GNSS and its demand for GIS applications. Single point positioning (SPP) is widely used for
applications including surveying, Mapping (most common use of GIS) and vehicle navigation. The effect of ionosphere on
the GNSS signals is the largest and most unpredictable source of error. The availability of new civilian coded signals on
multi-frequency for Galileo (E1, E5a, E5b) and GPS (L2C, L5) systems have given an opportunity to utilize the code-phase
measurements to form dual linear combinations to correct for refractive effects due to ionosphere. The advantage of
ionospherefree linear model is that it can be used directly in least squares adjustment to obtain accurate position solution.
Code-phase observations are used instead of using carrier-phase observations that are ambiguous. The attainable
accuracies of stand-alone GPS and combined GPS/Galileo are evaluated by considering ionosphere-free combinations of
civil codes on L1/L2, L1/L5 and E1/E5a frequencies. The results show that attainable positional accuracy of SPP solution is
improved. The 3D positional accuracy of combined GPS/Galileo is less than 2 meters.

Keywords: GPS, GALILEO, Ionosphere-free linear combination, Position domain Single point positioning and
Position error

1. Introduction

The modern GNSS receivers are designed to track more number of satellites corresponding to
different constellations. The interoperability of GNSS and availability of multi-frequency signals of
distinct center frequencies with new civilian codes, aid in removal of majority of refractive effects of
ionosphere on these signals. The work reported by Cocard and Geiger (1992), Han and Rizos (1996),
Odjick (2003) and Richert et al., (2017) is focused in measurement domain and that to using carrier-
phase measurements. Taking the advantage of new civilian coded signals of GPS and Galileo, the
analysis is carried out to evaluate how these linear combinations affect the positional accuracy. Tablel
depicts broadcasting signals and their frequencies of these two systems (Hofmann et al., 2008).

TABLE 1: GPS and Galileo signals

S.No. | GPS Galileo

1. L1(1575.42 MHz) El (1575.42 MHz)
2. 12(1227.60 MHz) E5a (1176.45 MHz)
3. L5 (1176.54 MHz) E5b (1207.14 MHz)

It is envisaged that that all receivers in the International GNSS (IGS) network will be capable of
tracking modernized GPS signals (L2C and L5) and Galileo signals to ensure highest- quality of
GNSS related standards (conventions), data, and products. Receiver developers are also less interested
in codeless and semi-codeless tracking with the availability of new civilian codes on multiple
frequencies with backward compatibility to L1C/A. “U.S Airforce intend to discontinue receivers
with feature encrypted P(Y) code by 2020”. Therefore, the evaluation of accuracy of point positioning
using dual-frequency measurements is essential. Single point positioning (SPP) technique involves
determining absolute 3D coordinates using standalone GNSS receiver, which is desired in
applications such as surveying, geographical Information Systems (GIS), marine (port navigation
requirement) and aviation. The main motivation behind undertaking the current research is to
understand the reliability of GNSS positional accuracy for SPP with new civilian signals. The
investigation aims at study of attainable accuracies due to dual frequency ionosphere-free
combinations of new civilian code measurements of GPS and Galileo. The unsmoothed code phase
measurements data obtained from receiver are utilized to perform standalone GPS and combined
GPS/Galileo single point positioning (SPP) on epoch by epoch basis. An overview of GNSS systems
and observation equations used by receiver to compute position are presented in subsequent sections.
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2. GNSS systems and observation equations

Global Navigation Satellite Systems usually referred with the acronym GNSS, which is intended to
include all the existing and planned satellite systems aimed at navigation purpose. GNSS is a
worldwide precise time and position determination system that includes one or more satellite
constellations along with other augmentation systems. The positioning and timing capabilities based
on Global Navigation Satellite Systems (GNSS) extend their service in many advanced applications
such as aviation, tracking of space borne objects, location based services (LBS), fleet management
etc. There are currently two operational GNSS, one is the GPS, which is operated by U.S Department
of Defense (DoD) and the other is GLONASS (Globalnaya Navigatsionnaya Sputnikovaya Sistema),
which is operated by Russian DoD. One more GNSS, Galileo in Europe is under development, which
is a joint initiative of European Commission (EC) and the European Space Agency (ESA). As on date
9 satellites are providing services. Further, Several SBAS and Regional systems are planned in
various parts of the world and are operational, such as WAAS (U.S.A), EGNOS (Europe), Beidou
(China), MTSAT (Japan) and GAGAN (India), QZSS(Japan), IRNSS/Navlc (India) (Jacob, 2007).
The GNSS receivers are designed to track the signals of multi-constellation to obtain better positional
accuracy. The primary measurements of tracking channels are code and carrier phase pseudoranges,
Doppler and signal strength. The range between the user and three or more satellites is required for
computation of three dimensional position of user. This range can be measured using code phase,
carrier phase and/or doppler measurements of GNSS signals. The code/phase measurements are
affected by atmospheric delays, satellite-receiver hardware delays, drift in clocks, multipath etc. The
relation between these influences on GNSS code and carrier phase measurements are expressed as
observation equations (Blewitt, 1997; Seeber, 2003).

2.1. Code phase measurement

The Delay Locked Loop (DLL) of GPS receiver generates the PRN code and will try to align with the
code sequence of signal transmitted from the satellite. The time difference of signal transmission and
reception multiplied with velocity of light gives the range. This method of range computation requires
synchronization of clocks at the satellite and receiver. However, this is not possible because satellites
use atomic clocks that are highly accurate and stable when compared to inexpensive clocks used in
receivers. Therefore, the range measured is referred as pseudorange and is written as,

PR, =R+c(dt,—dt )+dtgs+ B+ Mp (1)
PR,,, : Code measurement (m),

R : True range (m),
c : Speed of propagating wave (m/s),
dt : Satellite clock bias (s),

dt_ : Receiver clock bias (s),

dt.. - Atmospheric propagation delay (m),

SIS
B .Hardware delay in the satellite and the receiver (m)
Mp : Multipath (m)
2.2.  Carrier phase measurement
The Phased Lock Loop (PLL) in the GPS receiver measures beat phase of the signal. The beat phase
at time “t” is obtained by taking the difference between the phase of transmitted signal and local
oscillator generated phase at that instant of time. Since, only fractional part of phase is measured by
the receiver, the unknown integer number of phase cycles traversed has to be estimated. Therefore, the
phase based measurements are ambiguous. The positional accuracy achieved by using the phase
measurements depends on consistency of ,,ambiguity resolution technique™ applied. The carrier phase
equation can be written as,

PR, =R+c(dt,—dt )+dtys + N, ,A, +B+Mp ()

carrier

where,
PR

A, : Wave length of carrier frequency (m)

: Carrier measurement (m), N, ,,,, : Integer ambiguity (cycles), and

carrier
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2.3.  Doppler measurement
Integrated Doppler measurements (‘ F,, > ) can be used to determine range rate between the user and
GPS satellite. It is the measure of total number of carrier cycles of doppler shift for a given time

interval. This includes not only the frequency shift due to relative motion of satellite with respect to
the user but also drifts in the satellite as well as receiver clocks.

)
Fy = | fudt 3)
i
The doppler shift ( £}, ) is expressed as,
1
Ja ZT(VRi Uy =V U F e (4)
s

where,
Vv, : User velocity vector

u : Unit satellite direction vector
v, : Satellite velocity vector

J»e : Receiver reference oscillator clock error

Forming the linear combinations of the code and/or carrier phase observations on multi-frequency
signals is useful in several aspects of GNSS data-processing and analysis. The mitigation and
modelling of biases and systematic errors in measurements comes under processing. Several
algorithms using zero, single, double and triple difference techniques are developed with various
linear combinations of dual frequency data for static and kinematic applications (Xu Guochang, 2007;
Xu Guochang, 2002). Major errors that can be eliminated using linear combination are lonospheric
delay, noise and multipath. As the orbital error and tropospheric delay are frequency independent,
linear combination of observations cannot be used to reduce these errors (Cocard and Geiger, 1992).

3. Linear combinations of observations
By developing various linear combinations of multi-frequency phase or code data an optimal Pseudo-
observation can be derived. The optimal combination will aid in elimination or mitigation of GNSS
errors. Several linear combinations are proposed using GPS L1/L2 data. The various linear
combinations are, narrow-lane, ionosphere-free, wide-lane, semi-widelane, and geometry-free
combinations etc., (Wubbena et al., 1985; Urquhart L., 2009; Han and Rizos, 1999). Usually linear
combinations are formed from zero-difference or double difference code or carrier phase
observations. A few widely used linear combinations and their significance are discussed in this
section.
3.1. lonosphere-free linear combination
This linear combination eliminates the effect of ionosphere (1st order) partially. The 2™ and 3™ order
Ionospheric affects still remains. This is widely used in time and frequency transfer applications. The
noise in the derived measurements is less, and is useful for smoothing of code/carrier measurements
to reduce the effect of noise and multipath. The double-difference ionosphere-free observables,
eliminates integer ambiguity term. Therefore, this is not suitable in kinematic differential positioning
applications, where there is necessity of ambiguity resolved carrier phase measurements. A linear
combination using additional signals of GPS modernization plan (L2C, L5), a triple frequency
approach is capable of resolving ambiguities (Hatch et al., 2000). The possible ionosphere-free
combinations using GPS frequencies (dual and triple) can be found in open literature (Lee, 2008;
Defraigne and Petit, 2003). The ionosphere-free linear combination using un-differenced or zero-
difference L1/L2 can be written as,
1

L”:m(ﬁl.Ll—ﬁz.Lz) (5)
Typically, this combination has wavelength of 11 cm. A similar form of equation using code
measurements can be derived to estimate P, .
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3.2 Geometry-free combination
This linear combination eliminates the effect of troposphere, true range between satellite and
receiver, satellite clock and receiver clock effects as well. This is used for estimation of ionospheric
delay which is a function of Total Electron Content (TEC), which varies subject to time, season,
latitude and solar activity. But, the measured quantities are affected by noise, multipath and
Differential Code Bias (DCB) or Inter-Frequency Bias (IFB) of satellite and receiver. The geometry-
free linear combination using un-differenced or zero difference L1/L2 can be written as,
LGf = (Ll _Lz) (6)

Typically, this combination has wavelength of 5.4 cm. A similar form of equation using code
measurements can be derived. Appropriate techniques are required in order to remove the effect of
DCBs. The DCB is dependent on the type/class of GPS receiver. The receivers are categorized based
on code tracking data (P1, C1, P2, X2 (C1+(P2-P1)) etc). The code bias corrections for various linear
combinations for different code tracking data receivers can be found in Dach et al., (2007). The DCBs
formulae are defined for L2C (i.e., C2) as well.
3.3. Wide-lane combination
This linear combination is widely used for cycle slip detection (Petovello, 2007). The double
differenced processing of wide-lane observables aid in precise estimation of integer ambiguity. The
wide-lane linear combination using un-differenced or zero difference L1/L2
can be written as,

Ly = fuls = L) M

Ju— sz

Typically, the wavelength is around 86 cm. The noise in observations is large and also the ionospheric
delay is many times more when compared with that on L1. A similar form of equation using code
measurements can be derived to estimate wide-lane code.
3.4. Narrow-lane linear combination
This linear combination is used to mitigate the measurement noise and multipath. Resolving narrow-
lane ambiguities is difficult due to shorter wavelength (10.6 cm). The wide-lane linear combination
using un-differenced or zero difference Ll/L2 can be written as,

Ly = L+ S ®)
fut fu(f *iwha)

A similar form of equation using code measurements can be derived to estimate narrow-lane code.

3.5. Melbourne-Wubbena linear combination

This linear combination removes the signal in space errors, satellite and receiver clock error

and geometry. The noise of the observations depends on the quality of code phase measurements. This
is used for cycle slip detection and even to resolve wide-lane ambiguities. Typically, the wavelength
is around 86 cm. Both code and carrier phase measurements are used in Melbourne-Wubbena linear
combination and it is written as (Wubbena 1985),

L lL L2 LlP L2* 9
= f“(fL — [ L )f sz(f +f1,.B) ©)

Several new linear combinations can be developed and the properties of existing linear combinations
can be improved by multi-frequency approach. The linear combinations code and carrier phase data of
other satellite navigation systems such as GLONASS (G1, G2 and G3), Galileo (E1, E2, E5 and E6),
and COMPASS/Beidou (E1, E2, ESb and E6) can be used with the GPS signals for an optimal
navigation soluion. This combination eliminates or mitigates errors that are limiting desired accuracy
levels of satellite positioning technology. However, the interoperability and compatibility of these
systems must be considered for precise GNSS services (Richert and El Sheimy, 2007).

4. Dual frequency approach: GPS and Galileo
The ionosphere-free linear combination of GPS dual frequency code measurements can be
written as,

(10)
R.]fLILZ le sz(le Rl sz )
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Ile/Ls fZ ,f (ﬂlRl .fLS RS) (11)

R~ fLS(szRz ~f4R) (12)

where,

R, : Pseudorange on L1 (m), R, : Pseudorange on L2 (m), R, :Pseudorange on L5 (m), R T
Tonosphere-free pseudorange of L1/L2, R 1., - lonosphere-free pseudorange of L1/L5, R,
Ionosphere-free pseudorange of L2/L5.

R!/L—lus f sz (fEl Ry fESa ESa) (13)

RIJ‘EI/LEJ/) f fEsb (fEl REI fESb Esh) (14)

The notations in Eq.(13) and (14) are similar to that of Eq.(11) and (12), but are for Galileo ranging
signals. Table 2 shows the ionosphere-free coefficients of dual-frequency of GPS (L#) and Galileo
(E#) observables (Refer to pg.616 GNSS handbook).

Table 2 coefficients of linear combinations

Signals Coeffl Coeff2
L1+L2 2.5457 1.5457
L1+L5 2.2606 1.2606
L2+L5 2.5312 1.5312
E1+ES5a 2.2606 1.2606
E1+E5Sb 2.4220 1.4220

5. GNSS positioning and satellite geometry

The GNSS receiver measures ranges to all the satellites in-view and estimate the user™s 3-D

position (latitude, longitude and height). The user position in earth centered earth fixed coordinate
(ECEF) system is represented as xu, yu and zu, and the visible Satellites are designated as xi, yi and zi
(where i=1, 2, 3, 4) in the same coordinate system as the user. Fig.1 depicts principle of operation,
trilateration principle based on TOA (Ref). Taking into consideration the time difference (At) between
the satellite signal transmission “t” (i=1, 2, 3, 4) and signal received time in the receiver “t,”. 3D
position and time offset are obtained by simultaneously solving the nonlinear equations using
Bancroft method and expressed as (Bancroft, 1985),

(xu —xi)2 + (yu —y,-)2 +(zu -z )2 =c(t;, —t, +Ar)? (15)
The quadratic equation in Eq.3 is similar to Lorentz inner product of a multivariate vector of
dimension 4 (X=[x y z b]T). A least square solution solves the normal equation. With sufficient
number of satellites (minimum four), this method provides a direct solution of first position fix
without “a prior knowledge” of location information of the receiver. The technique is iterated
applying tropospheric corrections to improve the solution and is computationally efficient (Sanz
Subirana et al., 2013).
In order to achieve higher performance ‘Kalman filter’ technique is applied further to smooth the
Least Square solutions and to provide accurate position estimate along with the confidence level. The
key parameters of the for filter process are state variables, measurement equation and process
equation. The state vector (Xk) contains current position (Sx=[x y z]x), velocity (Vk = [Vx Vy V.]x),
acceleration (Ax=[ox oy a]), clock bias (Bx=[b]s) and drift.(Dx=[b]x). Measurement equation is
nonlinear and includes corrected pseudoranges (pc) of visible satellites from different error sources
(Viz. lonopshere, Troposphere etc), and has a quadratic relationship with the state parameters.
Whereas, process equation is linear, that relates current state to the preceding state. The algorithm is
implemented with initial guess for system state (Xo) and covariance (Po). These are values are updated
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by an iterative procedure. The following expressions describe the application of KF for PVT and
absolute error in position estimate.

1. State vector (Xi)=[Sk Vi Ak Bi D] (16)
2. The measurement equation contains the pseuranges of satellites visible and is given as,
Z=p a7)

3. Observation matrix ‘H’ is defined as a function of satellite and receiver position at this
instant. A- prior coordinates of receiver at the moment are used.
4. The following KF process steps are tailed,

State propagation: (X, =@, X, ) (18)
5. Error covariance propagation: ( Pkr =0, P;(Pk + Qk ) (19)
6. State update: (X, =X, + X, [Z, -}, (Xk)]) (20)
7. Error covariance update (P' =[/ — K, H, |F) (21
8. Kalman gain expressed as,

K, ZBciHIZW[Hk})kiHIZ" +Rk]71 (22)
Iteratively the X and P are updated.

6. Dilution of precision
The accuracy of navigation solution depends not only on elimination or mitigation of various
error sources, but also on the visible satellite geometry (i.e. Dilution of Precision (DOP)). DOP is
computed from the design matrix “A” elements (Eq.), which contains X, Y, Z (ECEF) coordinates of
satellite vehicles visible at an instant of time. The co-factor matrix (Qx) is derived from (Langley,
1992; Sarma et. al., 2010),

Qx=(ATA)! (23)
The subscript “X” signifies the result in ECEF coordinate system. Qx is a [4x4] matrix and
the elements of the matrix are as follows

9. 49y 49 4.
9y 9y 9. 9
0, = (24)
9. 9. 9. 4.
9,49, 4. 4.
The diagonal elements of the Qx matrix are used to compute following DOPs:

Horizontal DOP (HDOP) P41, (25)
Vertical DOP (VDOP) : /q_ (26)
Position DOP (PDOP) :./q_ +q, +q_ (27)
Geometry DOP (GDOP) : \/ q.+4q,+49_+4q, (28)
Time DOP (TDOP) 144, (29)

In order to define HDOP and VDOP, the transformation of “Qx" matrix to local coordinates
(n, e, u) is essential. Position error is related to DOP is given as,

Position error = user range error xDOP (30)
DOP is multiplicative factor and unit less quantity, lesser the value better the positional accuracy.
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7. Position error

The error in the estimated position of GNSS receiver is usually described by terms accuracy and
precision. The degree of closeness of an estimate to its true position, which is an unknown value is
accuracy and precision is the degree of close of observations to their mean value. The commonly used
measures to quantify accuracy and precision are circular error probability (CEP), root mean square
error (RMSE), and distance root mean square (DRMS) error. There are three different approaches to
describe position error such as formal accuracy, predicted accuracy and measured accuracy (Sanz
Subirana et al., 2013). The formal errors rely on statistical characterization of errors and linear model
used for position estimation. This gives the uncertainty of the error estimates but not the actual error.
The predicted accuracy is based on satellite-receiver geometry and involves calculations using only
standard deviation of measurements by evaluating Dilution of Precision (DOP) parameter. Whereas,
actual range measurements are used to assess accuracy of position estimate in local coordinates (East,
North, UP (ENU)) in case of measured error. The error in ENU coordinates are assessed using above
discussed linear models of ionosphere-free linear combinations. The RMS vertical and horizontal (2-
D) errors are analyzed to determine the measured accuracy of ionosphere-free linear combination of
GNSS signals and expressed as,

2D — horizontal error = 1Z:AE,-2 +AN} (31
nig
RMS vertical error = 1 Zn: AU‘.2 (32)
nei
n 2
3D—RMS errorz\/IZ(AEf-rANf-kAUf) (33)
=1

8. Methodology

To estimate the position dual frequency ionosphere-free linear combination of code-phase are used
rather using single frequency carrier/code phase measurements. Brancroft method and Kalman filter
techniques are applied with the derived pseudorange measurements of ionosphere-free combination.
The measurements are corrected for other error sources orbit (considering precise orbits), clock and
troposphere. The antenna is placed in multipath-free environment and therefore, almost insignificant.
Triple-frequency linear combinations of GPS and Galileo are used to calculate/test multipath at the
site (Yedukondalu and Satya srinivas, 2017). The absolute error in position estimation is computed for
the linear combinations depicted in table 2, in standalone GPS case (L1C/A - L2C), (L1C/A - LS) and
in case of combined GPS/Galileo, (L1C/A - L5) /(E1-E5a) observations are used.

9. Experimental setup and data acquisition

Multi-frequency GNSS receiver of make Septentrio, Nv (Model: PolaRxs pro) capable of tracking
GNSS (GPS, GLONASS, Galileo) and SBAS (WAAS, GAGAN, EGNOS) satellite signals was setup
at Geethanjali College of Engineering and Technology (GCET), Hyderabad, India. Fig.1. depicts the
antenna at top of the building and the receiver connected to HP workstation for continuous data
acquisition. The raw data is recorded in Rinex format (Version 3.0). Two files both the observation
file and navigation file are obtained for analysis. The data sampling interval is 60s. Eight days (28th
September 2018 to 4™ October 2018) is considered for the analysis. Investigated the positional
accuracies of dual frequency ionosphere-free linear combinations of GPS and combined GPS-Galileo
for Single point positioning (SPP).
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Figure 1. Septentrio PolaRxs-Pro GNSS receiver and antenna setup at GCET, Hyderabad

10. Results and discussion

The present GPS constellation has 19 satellites (PRN: 01, 03, 05, 06, 07, 08, 09, 10, 12, 15, 17, 24, 25,
26, 27, 29, 30, 31, 32) with L2C capability and 12 satellites (PRN: 01, 03, 06, 08, 09, 10, 24, 25, 26,
27, 30, 32) with L5 capability. The visibility of the satellite at GCET site for a typical day (DoY:272)
are depicted in Fig.2 for L1C/A/L2C and L1C/A/LS. From Fig.2 (a) and (b), it is evident that a
minimum of 7 and maximum of 12 are visible with L2C and L5 capability. The total satellite visibility
has increased for combined GPSL1/L5 and Galileo E1/ESa combination (Fig.2¢). A minimum of 10
and maximum of 19 satellites are visible. It is anticipated that the GPS constellation with full L5
operational capability will obviate the need for code less and semi-code less receivers by facilitating
receivers with LS in combination with L1. Therefore, in evaluating the combined GPS-Galileo
positioning, L1/L.5 combination is used for GPS.

As depicted in Fig.2(d) the satellite visibility drops even less than 4 at several epochs for stand- alone
Galileo (E1/ES) at the site. Therefore, the performance evaluation for this case is not assessed.
Satellite geometry is also a constrain that limit the attainable positional accuracy. The HDOP, VDOP,
PDOP and TDOP for the satellite visibility of Fig.2 (a), (b) and (c) is depicted Fig.3 (a), (b) and (c)

respectively.
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Figure 2. GPS and Galileo Satellites Visible at GCET (a) GPS L1/L2C PRN,
(b) GPS L1/L5 PRN, (c) Combined GPS/Galileo PRN and (d) Galileo E1/E5 PRN
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Figure 3. Epoch wise DOPs for visible satellites of (a) GPSL1/L2C (b) GPS L1/L5 and
(c) GPS L1/L5 and Galileo E1/E5 combined
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It can be observed from tables 3-5 that the DOP values are comparatively small for combined
GPS+QGalileo system than that of both the cases of GPS (L1/L2C and L1/L5). The minimum,
maximum PDOP are 0.96, 2.40 and 1.2, 3.5 for combined constellation and GPS respectively. The
position domain analysis is performed by evaluating measured error in local coordinate systems (east-

north-up (ENU)). The error in estimated position is calculated by taking difference from the average
position.

Table 3 Minimum, Maximum, Mean and Standard deviation of DOPs of GPS L1/L2C

DOPs Min. Max. Mean Std.
HDOP 0.65 1.12 0.81 0.09
VDOP 1.05 3.40 1.40 0.36
PDOP 1.20 3.52 1.62 0.37
TDOP 0.60 1.98 0.84 0.25

Table 4 Minimum, Maximum, Mean and Standard deviation of DOPs of GPS L1/L5

DOPs Min. Max. Mean Std.
HDOP 0.68 1.16 0.82 0.07
VDOP 1.03 3.45 1.41 0.34
PDOP 1.24 3.60 1.64 0.32
TDOP 0.53 2.15 0.81 0.21

Table 5 Minimum, Maximum, Mean and Standard deviation of DOPs of